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Equilibrium Models for Monetary Policy Analysis
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Dynamic Stochastic General Equilibrium (DSGE) models are powerful tools that provide a 

coherent framework for policy discussion and analysis. In principle, they can help to identify 

sources of fluctuations, answer questions about structural changes, help to forecast and 

predict the effect of policy changes, and perform counterfactual experiments. Against this 

background, this paper aims at providing an insightful discussion on DSGE models by 

developing a simplified version of the models to explain the behavior of key 

macroeconomic variables in Nigeria namely: the growth rate of gross domestic product 

(GDP), headline inflation, exchange rate and the monetary policy rate. 

The estimated results highlight the central role of expectations in the transmission of shocks 

and policy impulses in DSGE models. The main lesson that we derive from the study is that 

management of expectations provides an effective approach to controlling inflation.
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I. Introduction

acroeconomic models embody two important sets of hypotheses 

about the role of monetary policy. The first is concerned with the 

operation of policy, or how the policy instrument reacts to wider Meconomic developments. This aspect of model design involves 

assumptions about the choice of instrument, the form of decision-rules relating 

instruments to objectives and the operational meaning of a 'no policy change' 

assumption with respect to monetary policy. The second embodies a range of 

hypotheses about how changes in policy-related variables influence the 

economy as a whole. 

In the last two decades, modelling efforts had been concentrated on building 
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models with little or no scope for monetary policy. This had compelled the 

policymakers to rely on ad-hoc models such as Mundell-Fleming that lacked 

adequate treatment of expectationsand stock-flow relationships. However, in 

recent years, considerable efforts have been put to building simple, coherent, and 

plausible models capable of merging empirically motivated IS/LM models with 

dynamic stochastic general equilibrium (DSGE) methodologies, to explain 

monetary policy transmission. These models, which consist of an aggregate 

demand (or IS) curve, a price-setting (or Phillips curve) mechanism and a policy 

reaction function (Taylor's rule), are built on solid microeconomic foundations and 

incorporates expectation variables.

This class of models is useful for the following reasons. First, they serve as a guide to 

policy makers to know whether an inflation target could be met in the future given 

the contemporaneous stance of monetary policy and the output gap or not. 

Second, they help in determining whether exchange rate pass-through is lower 

than in the past or not. Three, they help in determining sacrifice ratio (that is the 

amount of output to be forgone to achieve a given permanent reduction in the 

rate of inflation. Lastly, they shed light on the implications of following alternative 

policy rules. 

Against this background, the goal of this paper is to provide an insightful discussion 

on dynamic stochastic general equilibrium models and show how they could be 

used as tools for monetary policy analysis. Following this introduction, section 2 

provides a brief literature review covering the importance of DSGE models for 

monetary policy and basic structure of DSGE models, while Section 3 presents the 

methodology, which covers data, model set-up, its description and calibrations. 

Section 4 provides the results and interpretations, while Section 5 summarises, 

provides policy implications and conclusion. 

II Brief Review of Literature and Theoretical Underpinning
II.1 Monetary Policy in DSGE Models

The importance of DSGE models in monetary policy analysis cannot be 

overemphasized. They provide a consistent analytical framework for conducting 

a positive and counterfactual historical analysis. For example, Sahuc and Smets 

(2007) and Christiano et al.(2007) propose DSGE models with multiple shocks which 

make it possible to interpret differences in the policies applied by the central banks 
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as resulting essentially from the economic conditions prevailing in these banks.

Progressively, the behaviour of central banks in the analysis of monetary policy 

using DSGE models has been described to follow a monetary policy rule. The rule, in 

which the central banks are assumed to adjust the nominal interest rate, is based 

on several indicators, including the deviation of inflation from its target and the 

output gap (Taylor, 1993). It has been demonstrated theoretically that if a central 

bank does not adjust its monetary policy instrument sufficiently enough to respond 

to changes in the price level, it could cause undesirable economic fluctuations. In 

the same vein, it has been demonstrated that, under certain conditions, the 

effectiveness of monetary policy may be hindered by a loose fiscal policy and 

thus, the DSGE models can help in moderating these conditions and guiding 

policymakers to avoid the zone of economic instability (Leeper, 1991).

DSGE models can also aid the monetary authorities on how to anchor uncertainty 

into their decision-making processes. Central banks do this by expressing their 

preferences via a criterion – e.g. maximising a social welfare function just like other 

agents - and then hypothesise that their perception of the economy through the 

models is potentially subject to error that may hinder the realisation of their 

preferences.

1
II.2 A Simplified Microfoundation of DSGE Models

The new Keynesian model follows the earlier rational expectations models of Lucas 

(1972) and Sargent and Wallace (1975) in which the role of expectations in the 

monetary transmission mechanism is underscored. The model also takes 

advantage of the powerful microeconomic foundations by building expectations 

into the optimizing behavior of households and firms through the real business 

cycle model (Kimball, 1995; Kydland and Prescott, 1982). While the policy 

implications of the New Keynesian model was traced out by Clarida, Gali, and 

Gertler (1999) and Woodford (2003), the open-economy extension, in which the 

exchange rate and the interest rate channel of monetary transmission operates 

together, was developed by Obstfeld and Rogoff (1995). Bernanke, Gertler, and 

Gilchrist (1999) extended the New Keynesian model to account for the balance 
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sheet channel of monetary transmission.

The workings of the traditional Keynesian interest rate channel within the 

framework of DSGE model have been discussed in the literature (Sbordone et al, 

2010). The discussion focuses on the assumptions that economic agents - 

consumers, producers and government - always consider rational expectations in 

the formulation of their decisions. 

Fischer (1977) and Phelps and Taylor (1977) demonstrated that anchoring the role 

of expectations on nominal price or wage rigidity, it is possible to reverse the 

impotency of policy associated with Lucas (1972) and Sargent and Wallace 

(1975).

The derived and simplified version of DSGE models are micro-founded and are 

built on the assumptions of rational expectations of the economic agents - the 

household, the producers/firms and the government. The interaction of these 

agents in the markets gives room for market clearance and the fulfillment of the 

“general equilibrium” condition.

Figure 1 illustrates a simplified version of the basic structure of the DSGE models 

consisting of three blocks - a demand block, a supply block, and a monetary 

policy block. The blocks contain three equations and three variables. 

    4.   Central Bank of Nigeria                    Economic and Financial Review                   March 2011



Figure 1: A Schematic Representation of the Basic DSGE Model

Source: Sbordone, et. al. (2010). 

From the demand block, it is obvious that output (yg ) today is linked to its t

expected future value (yg ) and to the ex-ante real interest rate. From the linkage, t+1

it is obvious that when real interest rates are temporarily high, households are willing 

to spend less of their current incomes and firms would rather save than invest. The 

line connecting the demand block to the supply block reveals that the level of 

activity (yg ) and expectations of future inflation (inf ) are key input in the t e

determination of current inflation (inf ). The supply block shows that high level of t

economic activities encourages firms to raise wages so as to motivate employees 

to work longer hours. This action raises marginal costs and puts pressure on prices, 

thereby raising the current and expected inflation.

The monetary policy block is an interest rate rule for monetary policy that is similar 

to the type suggested by Taylor (1993). The block shows that central bank 

systematically adjusts the short-term nominal interest rate in response to 

movements in inflation and output. This description of monetary policy in terms of 
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interest rates shows that most central banks conduct monetary policy using targets 

for the interest rate as opposed to any of the monetary aggregates. From the 

standard New Keynesian model, monetary policy works through the conventional 

Keynesian interest rate channel. For instance, a shock to interest rate (by reducing 

the monetary policy rate) reduces the short-term nominal interest rate, which 

transforms into a reduction in the real interest rate arising from costly or staggered 

price setting (Ireland, 2008). This reduction encourages consumers to increase their 

current consumption or spending, which raises output and price with gradual 

adjustment after the shock.

The role of expectations in the conduct of monetary policy and the dynamic 

interactions among the variables are visible in Figure 1. The figure shows that the 

conduct of monetary policy has a large influence on the formation of 

expectations and that expectations are the main channel through which policy 

influences the economy. This is consistent with the perception of the financial 

markets and the general public on the pronouncements of central banks and their 

likely course of action. It is also visible from the figure the existence of shocks, which 

creates uncertainties in the evolution of the economy. In every period, the steady 

states in each block are perturbed and uncertainties are injected, thereby 

generating economic fluctuations.

III. Methodology
2III.1 Data, Model Set up and Description

In the estimation of the model parameters, quarterly data spanning 1985:Q1 to 

2011:Q2 is employed on seven macroeconomic indicators: domestic real output 

f(y); foreign real output, proxied by the US real GDP (y ); domestic headline inflation 

(inf); domestic interest rate (i); nominal exchange rate (s); foreign inflation rate, 

f fproxied by the US inflation (inf ) and foreign interest rate (i ). The data are filtered, 
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converted into logs, then growth rates and gaps are computed. 

In line with the work of JVI/IMF (2010) a reduced form new-Keynesian model is 

adopted. The model is made up of four basic behavioral equations- aggregate 

demand and supply, uncovered interest rate parity, monetary policy rule and 

some identities- as shown in equations 1 to 6: 

Where  is the  output gap  in period t,      is the foreign output gap in period t,

        stands for the real marginal condition index in period t,     is the real exchange 

rate in period t defined as nominal exchange rate deflated by relative prices, and 

 is the change in the equilibrium real exchange rate in period t,  is the nominal 

interest rate in period t;  represents inflation rate in period t, is real marginal  

cost in period t,       stands for expected inflation rate in period t,  represents 

optimum or equilibrium inflation rate in period t, stands for exchange rate  

premium in period t,  is the domestic nominal short-term interest rate in period t, is 

the foreign nominal short-term interest rate in period t,    represents the natural rate 

of interest in period t; t-I represents the lag of relevant variables, t+i stands for the 
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lead of relevant variables; and a, b, e and f are all parameters to be estimated.

Aggregate spending relationship corresponds to the open economy version of the 

traditional IS curve and is explained in equation 1. In calculating the present value 

of spending and wages, interest/policy rate is incorporated. The lag of output gap 

(yg ) is included to give room for some degree of habit persistence in consumption t-1

or adjustment costs of investment (Pongsaparn, 2008).Considering Nigeria as a 

small open economy, real exchange rate gap (z ) is included as a variable that e

influences economic activities through the prices of imports and exports (Adebiyi 

and Mordi, 2010b). The relative weight of the real interest and real exchange rates 

is explained by the monetary condition index (MCI) in the IS curve. Also, foreign 

foutput gap (yg ), proxied by US gross domestic product, is added as a determinant t

of export demand. The influence of other explanatory variables such as oil prices, 

fiscal policy and other demand shocks are captured in the residual term.

The aggregate supply equation (the Phillips curve) is defined in Equation 2.  The 

supply relationship incorporates the behavior of the both the domestic producers 

and importers (JVI/IMF, 2010). The inclusion of equation 2(b) justifies small open 

economies, like Nigeria, that usually have a potent exchange rate channel of 

monetary transmission. The equation is the real marginal cost (rmc), which is the 

weighted average of the output gap (domestic producers) and the gap in real 

exchange rate (importers) with the coefficient representing the weight of 

imported goods in the consumer basket (JVI/IMF, 2010). Attempt is made to model 

expectations to include forward and backward-looking elements. The equation 

shows that inflation rate is influenced not only by past inflation but also by inflation 

expectations, demand pressures, and external supply shocks captured by . From 

this equation, current inflation depends on its expected future value and its own 

lagged value. The inclusion of the lagged term shows the persistence of the 

inflation - the more persistent inflation, the higher the b  and vice versa. The relative 1

weight of output and real exchange rate gaps in the firm's real marginal costs is 

captured by b .2

 zt
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The relationship with the world is captured by the uncovered interest parity (UIP) in 

Equation 3. and  are the domestic nominal and foreign short-term interest rates,  

respectively. The UIP shows the link between exchange rate and interest rates. In 

reaction to a depreciation of the exchange rate, for example, the monetary 

authority is expected to raise interest rates subsequently. With this version of the UIP, 

the trend values for the real exchange rate appreciation and the trend values of 

domestic and foreign real interest rates are bound together (JVI/IMF, 2010).

The model is closed by a policy reaction function of monetary authority in equation 

4. From this equation, a monetary authority is assumed to respond to deviations of 

the next-period inflation from its target and to the output gap. It is assumed that 

credit markets transmit the changes in the policy rate into money-market rates 

without any hindrance.

3III.2 Techniques for Estimation and Forecast

Five steps are involved in the estimation and forecast of the model. First, is the 

preparation of the data base, which requires that the historical data are stored in 

the excel file (csv format). The second stage is the calibration of the specific 

parameter values. In the model calibrations, consideration is given to the validity of 

economic theory, stylized facts about the economy and observation, facts and 

existing empirical literature (see Table 1). The priors for Phillips curve and the IS 

curve estimates were obtained from the work of Adebiyi and Mordi (2010b). The 

parameter of output lag of 0.72 was considered appropriate by Laxton and Scott 

(2000). They claimed that the sum of the parameters of real interest rate and real 

exchange rate should be smaller than that of the output gap, largely owing to the 

limited effect of the interest rate and exchange rate on output because of 

significant lags in monetary transmission mechanism in most economies.

fi  it t

3Benefited immensely from JVI/IMF (2010)
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Equation Parameter Definition Value Comments

Linear 

Homogeneity 

Condition

IS Curve 

(Output 

Gap)
Lag of 

output 

gap

 

0.72** Measures output gap 

persistence; lies between 0.1 

and 0.95

 

0 < a1< 1

Marginal 

condition 

index

 
-0.10*

 

Measures the pass

 

through 

from monetary condition to 

the real economy. It varies 

between -0.1 to -0.5

 
-0.1 < a2< -0.5

Foreign 

output 

gap

 0.12*

 

Measures the impact of 

foreign demand on domestic 

output; 

 

varies between 0.1 (low 

impact) to 0.7 (strong impact)

0 < a3< 1

Real 

exchange 

rate gap

 

0.5*

 

Shows the relative weight of 

the real interest and 

exchange rates in real 

monetary condition; varies 

between 0.3 (open economy) 

to 0.8 (closed economy)
 

0 < a4< 1

Phillips 

Curve

Lag of 

inflation 

rate

0.62** Measures inflation 

persistence. It varies between 

0.4 (low persistence) to 0.9 

(high persistence)

0<b1<1

Real 

marginal 

costs

0.31** Pass-through from real 

marginal cost to inflation. It 

measures sacrifice ratio. It 

varies from 0.05 to 0.4 

0<b2<1

 
1b

 
2b

    10      Central Bank of Nigeria                   Economic and Financial Review                March 2011

e-= - + +

= + -
1 1 2 3

4 4

yg ayg a mci ayg (1a)

mci az (1 a) (1

f
t t t t yg

t t tr )b

Table 1: The Model Calibration and Parameterization

1a

2a

3a

4a

- += + - + +

= + -

1 1 1 1 2 einf

3 3

binf (1 b )inf b rmc    (2a)

b yg (1 b)z            (2b)

inft t t

rmct t t



Note:* the values are obtained from expert judgment (see JVI/IMF Institute (2010). ** the values are obtained from  
Adebiyi and Mordi (2010b)
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We assume all exogenous variables follow AR (1) processes (Adebiyi and Mordi, 

2010). The coefficients of the AR(1) processes are set as follows:  persistent shock to 

risk premium, 0.5; persistent shock to the real exchange rate, 0.8; GDP trends, 0.8; 

foreign GDP, 0.95; persistence in foreign interest rates, 0.8; speed of inflation 

Exchange 

rate 

changes

0.70** Ratio of domestically 

produced goods in the 

consumer basket. It varies 

between 0.9 and 0.5

0<b3<1

Uncovered 

Interest 

parity

Lag of 

expected 

exchange 

rate

 

0.1**

 

e1 captures either exchange 

rate persistency or central 

bank's interventions; varies 

between zero to 0.9 (tight 

control of the exchange rate)

0<e1>1

Policy Rule

Lag of 

monetary 

policy rate

 

0.70**

 

policy persistence, value 

varies from 0 (no persistence) 

to 0.8 ("wait and see" policy)

0< f1<1

Deviation 

of Inflation 

from 

potential 

 

1.50**

 

Measures the weight put on 

inflation by the policy maker; 

value has no upper limit but 

must be always higher then 0 

(the Taylor principle)

f2>0

Output 

gap

0.50** measures the weight p ut on 

the output gap by the policy 

maker; value has no upper 

limit b ut must be always 

higher then 0

f3>0

3b

e+

D

1 1+ (1-e)(s + (i - i+ prem )/4) +              (3a)

+ 2/4(inf - inf + z)                (3b)

e f
t t t t s

t f

+

+ -

1 1

1 1

s = es

s = s

T
t t

T
t t e e

1
e

( )1 1 1 2 1 3i fi (1 f)( f inf inf f yg ) (4)n e T
t t t t t ii e- += + - + - + +

1
f

2
f

3f



potential adjustment to the medium-term inflation, 0.5 (JVI/IMF, 2010).

The "steady-state" values are calibrated as follows: domestic inflation target, 10.00; 

foreign inflation target, 2.35; trend level of domestic real interest rate, 10.71; trend 

change in the real exchange rate (negative number is real appreciation), 5.11; 

potential output growth, 6.29; and trend level of foreign real interest rate, 1.26 

(JVI/IMF, 2010).

The third step is the calibration of shocks, which is done by filling the respective 

databases with the shocks' values for the start point of the simulation. For simplicity, 

all shocks are set to 1 per cent. The fourth step is the in-sample forecast, which 

involves the selection of historical time series for computing the model's forecasting 

properties. It is essential to identify the start date of the sample, the start date for the 

first simulation and the end date of the known history.

The last step is the ex-ante (out-of-sample) forecast. In carrying out the out-of-

sample forecast, three steps were taken into consideration: (1) obtained initial 

conditions from the historical data; (2) created forecasts of key equilibrium 

variables that were exogenous in the model, which included: the inflation target 

(announced by monetary authorities), potential output, and equilibrium real 

interest and exchange rates (by smoothing the original series and/or judgment-

based assessments); and (3) ran the program to generate the forecasts by 

simulating the model forward. This was done by reading the model and historical 

data from the database (JVI/IMF, 2010).

IV. Estimation Results

A good model is not judged primarily by how well its parameters are chosen or how 

well the model fits the data. Rather, the adequacy of a model for policy analysis 

depends significantly on how well it captures the key aspects of the monetary 

policy transmission mechanism. For example, a good model provides reasonable 

estimates of: first, how long it takes a shock to the exchange rate to feed into the 

price level (exchange rate pass-through); second, the amount of output that must 

be foregone to achieve a given permanent reduction in the rate of inflation (the 

sacrifice ratio), and three, how the inflation rate responds to the shock in output.
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IV.1 Stylized Facts

Figures 2, 3 and 4 display the nominal, real/trends and gaps variables, respectively. 

These figures show the trends and behavior of economic variables between 1985:1 

and 2010:2. The graphs reflect various changes in economic policies, structural 

breaks and regime shifts. They also show the difference between actual and 

potential variables of interest.

Figure 2: Stylized Facts - Nominal Variables

Figure 3: Real Variables and Trends
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Figure 4: Gaps

4
IV.2 Model Properties- Impulse Response Functions

IV.2.1 Response of Inflation and Output to 1% Price shock

Figure 5 shows the aggregate supply shock and illustrates the dynamic impact of 

inflation rate on the economy. It indicates that a positive shock to price leads to an 

increase in inflation rate due to the dynamics of inflation arising from both 

backward and forward-looking components. An increase in inflation 

consequently leads to an appreciation of the naira by 1.0 per cent. This causes the 

marginal cost of imported input to increase, thereby resulting in output reduction 

and fall in price. The speed of reversion to steady state, arising from the shock, was 

about four years (16 quarters) for most of the variables.

Figure 5: Response of Inflation and Output to 1% Price Shock
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IV.2.2 Response of Inflation and Output to 1% Aggregate Demand shocks 

Figure 6 explains the aggregate demand shock. A 1 percent shock to aggregate 

demand immediately raises the year-on-year inflation by 0.08 percent, through 

the increase in marginal cost of input (real interest rate) by 0.05 percent, which 

consequently leads to an appreciation of the currency by 2.5 percent. With 

aggregate demand shocks, the exchange rate appreciates in response to 

increased policy rate in the first quarter and thereafter depreciates between year 

1, quarter 1 and year 3, quarter 3 before reaching its steady state level in year 4. The 

erratic exchange rate behavior is due to the forward-looking component. In 

general, shocks to output generate disequilibrium in the economy which last for 

about 4 - 5 years before reverting to equilibrium.

Figure 6: Response of Inflation and Output to 1% Aggregate Demand Shock

IV.2.3 Response of Output and Price to 1% Exchange Rate Shock 

As shown in Figure 7, year-on-year and quarter-on-quarter inflation declined by 

about 0.05 and 0.15 percent, respectively, in the first quarter, while output gap falls 

by only 0.05 percent over the same period and thereafter rebounds to a value 

above its potential before it dies off in year 4 quarter 2. The effect of the nominal 
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appreciation on output is weakened probably due to a smaller decline in 

domestic inflation relative to foreign ones.

Although this may suggest that a large appreciation may not be harmful to real 

economic activities, its impact on inflation is quite substantial. This probably reflects 

Nigeria's trade structure that relies increasingly on large imports of raw materials, 

refined oil products, and other energy products, in addition to its reliance on 

intermediate goods for the manufacturing sub-sector. In general, exchange rate 

shock increases real interest rate, which reduces output and inflation.

Figure 7: Response of Output and Price to 1% Exchange Rate Shock

IV.2.4 Response of Inflation and Output to 1% Interest Rate Shock 

As shown in figure 8, an unanticipated tightening of monetary policy, by altering 

the relative returns on domestic assets vis-à-vis foreign assets, induces portfolio 

adjustments, which results in an appreciation of the Naira. The adjustment in the 

exchange rate affects inflation directly, given the cost structure of domestic 

output and the ratio of tradeables to non-tradeables in domestic consumption. 

This is complemented by the dampening effect of the constraint on aggregate 

demand, arising from the higher interest rates. 
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Figure 8: Response of Inflation and Output to 1% Positive Interest Rate Shock

IV.2.5 Response of Output and Price to 1 % Risk Premium Shock 

Figure 9represents a shock to risk premium, which is explained by the uncovered 

interest rate parity equation. In the Figure, a positive shock to the risk premium 

leads to a depreciation of the naira immediately by 1.5 per cent. The depreciation 

encourages exports and discourages imports, thereby causing an immediate 

increase in output gap by 0.02 per cent, interest rate by 0.1 per cent and inflation 

by 0.03 per cent. The speed of reversion to steady state, arising from the shock, was 

about four years (16-20 quarters) for most of the variables.

Figure 9: Response of Inflation and Output to 1% Risk Premium Shock
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IV.3 Model Forecast

A model by itself does not make forecast. The forecast comes from some 

combination of several sources: forecasting models of various sorts, market 

expectations, judgment of senior policymakers, and, most importantly, 

interactions with the stakeholders (Berg et. al, 2006). The quality of forecast 

depends on model parameterization (calibration), data preparation and ex-post 

(in-sample) simulation.

IV.3.1 Recursive (in-Sample) Forecast 

Recursive forecasts mean that you run the model for each quarter of the sample. 

The in-sample forecasts in Figures 10 are done for 8 quarters without the model 

being updated for actual data, except for the foreign variables (JVI/IMF, 2010).

Figure 10: In-sample Simulations

IV.3.2 Ex-ante (Out of Sample) Forecasts-Main Indicators

From Table 2, we observe that the inflation forecast converges to the targeted 

inflation within the transmission period of 8 quarters in 2012 with some initial 

fluctuation (arising from the unconditional forecast). At this point of convergence, 
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nominal interest rate was 22 per cent. The most interesting variable was the 

trajectory of nominal interest rate set by the monetary authority rather than the 

forecast of the interest rate, which reflects the policy reaction given the past data 

and model structure. The values of real interest rate and exchange rate gaps show 

the tightness in the monetary stance to meet the inflation target and the cost of this 

stance in terms of real economic activities (output).

Table 2: Forecast- Main Indicators and Decomposition

The forecast decomposition provides a breakdown of the contributing factors to 

the forecasts based on the relevant equations. For example, the aggregate 
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Forecast - Main indicators

CPI
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demand (the IS curve) is a function of the past output gap, real monetary 

conditions, and external demand. These variables are provided in the second 

block of Table 1 under output gap decomposition. Similarly, the Phillips curve 

breakdown is enumerated in the third block (inflation factor decomposition).

All these information provide economic facts in analyzing inflation scenarios. For 

example, it is observed from table 2 that lag of output gap contributes significantly 

to output gap. The contribution increases from 3.0 per cent in 2010:3 to 5.1 per cent 

in 2012:2. On the other hand, the contribution of foreign output gap declines from 

0.9 per cent in 2010:3 to 0.6 per cent in 2012:2. This implies that the contribution of 

foreign output to the Nigerian economy declines with time.

Similarly, the decomposition of inflation factor in the Phillips equation shows that 

the contributions of both the lag of inflation and inflation expectation increase with 

time. Their contributions increase from 1.8 and 1.2 per cent in 2010:3, respectively to 

6.4 and 4.4 per cent in 2013:2.

V.  Summary, Policy Implications and Conclusion

DSGE models are powerful tools that provide coherent framework for policy 

discussion and analysis. In principle, they can help to identify sources of 

fluctuations, answer questions about structural changes, forecast and predict the 

effect of policy changes, and perform counterfactual experiments (Berg,   Karam 

and Laxton, 2006). Such features and the rapid advances in the academic 

literature have attracted the attention of central banks across the globe, some of 

which have already developed and employed these models for policy analysis 

and forecasting.

This paper provides an insightful discussion on dynamic stochastic general 

equilibrium models and show how they could be used as tools for monetary policy 

analysis. A simplified version of DSGE models is developed to account for the 

behavior of three key macroeconomic variables, namely: GDP growth, headline 

inflation, and the monetary policy rate. This model focuses on the nominal interest 
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rate as the policy instrument and embodies the key principle that the role of 

monetary policy is to anchor inflationary expectations. It captures most of the 

channels through which policymakers believe monetary policy acts in a small 

open economy with a managed floating exchange rate regime. 

The main lessons that we learnt from the empirical results are as follows. First, the 

responses of most of the variables to policy shocks conform to economic theory, 

For example, a positive shock to price leads to an increase in inflation rate due to 

the dynamics of inflation arising from both backward and forward-looking 

components. This shock consequently leads to an appreciation of the naira by 1.0 

per cent, which cause the marginal cost of imported input to rise, thereby resulting 

in output reduction and fall in price. 

Second, shocks to most of the variables generate disequilibrium in the economy, 

which has lasted for about 4 - 5 years before reverting to equilibrium. Third, the out-

of-sample forecast indicates that the inflation forecast converges to the targeted 

inflation within the transmission period of 8 quarters in 2012 with some initial 

fluctuation and this corresponds with nominal interest rate of 22 per cent. 

Fourth, the variance decomposition shows that lags of output, interest rate and 

inflation rate contribute significantly to their contemporaneous values. For 

example, the contribution of output lag to its contemporaneous values increases 

from 3.0 per cent in 2010:3 to 5.1 per cent in 2012:2. However, the contribution of 

foreign output gap to domestic output declines from 0.9 per cent in 2010:3 to 0.6 

per cent in 2012:2. This implies that the contribution of foreign output (i.e. the US 

output) to the Nigerian economy declines over time.

Fifth, the study highlights the central role of expectations in the transmission of 

shocks and policy impulses in the model. It shows that the most effective approach 

to controlling inflation is through the management of expectations in addition to 

actual movements of policy instruments. Lastly, the findings explicitly reveal how 

models could help in structuring policy discussion and provide a framework for 

assessing risks and alternative scenarios.
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Global Oil Prices Shocks and the Nigerian 
External Sector: An Empirical Investigation
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U. Yakub, Oladunni Adesanya, and  Zainab Sani 
Oil price shocks have a stagflationary effect on the macro economy of an oil - importing 

country. The effect of such shocks is determined by the size of the shock, both in terms of the 

percentage increase in oil prices and the real price. The dependence of the Nigerian 

economy on oil makes it susceptible to the vagaries of oil price shocks in the international 

market. This paper empirically investigated the effects of the cyclical global oil price shocks 

on Nigeria's external sector using Vector Autoregressive (VAR) model covering the period 

2000:Q1 and 2008:Q4. The outcome of the VAR model and Pearson correlation revealed 

that oil price shocks largely influence the performances of the Nigerian external sector. 

Reserves (RES) exhibit upward trend right from the first quarter to the sixth quarter. After the 

sixth quarter it started moving toward the origin. External reserves increased by 0.05 per cent 

in the third quarter and, thereafter, continued to increase. The positive response of external 

reserves to oil price shocks persisted in the subsequent quarters. This implies that the level of 

external reserves was influenced by oil price shocks. However, the response of current 

account balance to oil price shocks revealed that the current account balance declined 

by about 0.05 per cent in the eighth quarter and remained negative due to oil price crash in 

2008.  
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I. Introduction

 rimary commodity producing countries most often face large swings in 

the price of goods they export. Such fluctuations contribute to 

increased volatility in their revenue profile which eventually affects the Pgrowth of output (GDP). Macroeconomic effects of terms of trade 

shocks can be very significant in developing countries, as documented by 

Agenor, et al. (2000). These shocks are major sources of aggregate economic 

volatility and they have large impact on both private and public savings, in part 
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because of their large income effects (Agenor and Azenman, 2003). They are also 

associated with global business cycles manifested by sharp volatility in foreign 

exchange earnings of primary producing economies such as Nigeria. Such 

developments usually result in macroeconomic instability, inefficient allocation of 

resources and low output growth. 

Oil price shocks have preceded several global economic recessions notably 1974-

1975, 1980-1981, 1990-1991, 2001 and 2007-2009. Oil price shocks may have a 

stagflationary effect on the macro economy of an oil importing country. The effect 

of such shocks is determined by the size and persistence of the shock, the 

dependency of the economy on primary products and the policy response of 

monetary and fiscal authorities (Roubini and Setser, 2004). The sharp rise in the 

price of crude oil in the past two years has resulted in positive terms of trade to the 

oil exporters in emerging markets.  

th thNigeria is the 8  largest producer of crude oil in the world and the 6  largest 

producer of natural gas with abundant deposit of solid minerals which are largely 

untapped, including coal, limestone, marble, columbite, iron ore and gold. The 

Nigerian economy is largely driven by the external sector, as the share of oil in total 

exports averaged 92.4 percent between 1990 and 2009. Thus, developments in the 

global economy such as oil price shocks have serious implications for the 

economy. In Nigeria, oil receipts constitute more than 75.0 per cent of total 

revenue, thereby, providing an enormous opportunity for growth. It is evident that 

at times of high oil prices the accrued revenue promoted higher levels of 

consumption, which are unsustainable due to the volatile nature of these prices. 

Nigeria experienced another oil boom from 2006 – 2008 before the oil price crash, 

which began in June 2008, among other factors. A major outcome of the boom is 

an unprecedented growth of stock of external reserves from US$42.3 billion in 2006 

to US$53.0 billion at end-December 2008 and subsequent appreciation of the 

nominal average exchange rate of the Naira to N118.53 per US$1 in 2008 from 

N132.15 per US$1 in 2005. The boom and burst cycle of the oil sector have serious 

implications for Nigeria's external sector viability, which is the main focus of the 

paper.
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The main objective of the paper, therefore, is to analyse the implications of global 

oil price shocks on the external sector for the period 2000Q1-2008Q4 with a view to 

drawing policy issues for strengthening the external sector. The rest of the paper is 

divided into five parts. Part 2 presents the theoretical issues and review of relevant 

literature. Part 3 analyses the trends in selected external sector indicators. Part 4 

focuses on the empirical investigation, while Part 5 highlights the lessons for the 

Nigerian external sector viability. Part 6 concludes the paper and proffers some 

policy recommendations.    

II. Theoretical Background and Literature Review

No country is immune to unexpected external economic shocks which cause 

fluctuations in national income, output and employment. The term business or 

economic cycle refers to economy-wide fluctuations in production or economic 

activity over several months or years. These fluctuations occur around a long-term 

growth trend, and typically involve shifts over time between periods of relatively 

rapid economic growth (expansion or boom), and periods of relative stagnation or 

decline (contraction or recession). These fluctuations are often measured using the 

growth rate of real gross domestic product. Despite being termed cycles, most of 

these fluctuations in economic activity do not follow a mechanical or predictable 

periodic pattern. 

A shock is an event that causes an outcome radically different from what was 

generally expected. In this respect, the global oil shock could be supply, demand 

or price shocks. There are two types of shock viz: demand and supply side shocks. 

External demand shocks arise from the economic difficulties of a country's major 

trading partners. In other words, it is associated with an economy that is largely 

driven by external sector. Thus, the recession of a trading partner can have serious 

impact on aggregate exports and imports and could impact on trading 

performance of its trading partners. 

The transmission mechanisms through which oil prices impact on real economic 
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activity include both supply and demand channels. The supply-side effects are 

related to the fact that crude oil is a basic input to production and, consequently, 

an increase in oil price leads to a rise in production costs that induces firms to lower 

output. The wider impact of a supply-side shock is similarly dependent on how 

producers and consumers respond to changing economic circumstances. On the 

other hand, demand shock is a sudden event that increases or decreases 

demand for goods or services temporarily. A positive demand shock increases 

demand and a negative demand shock decreases demand. Change in oil prices 

also affects demand-side through its effects on consumption and investment and, 

thus, the disposable income. The presence of demand and supply side shocks 

require the use of appropriate monetary and/or fiscal policy to actively manage 

aggregate demand and maintain macroeconomic equilibrium. 

Cashin and Pattillo (2000) posits that terms of trade shocks tend to last longer for 

countries with large shares of petroleum imports in total imports since the duration 

of oil shocks seems to be larger with small shares of non-fuel commodity exports in 

total exports (because many non-fuel exports are agricultural commodities, which 

tend to be subject to short-lived, weather-related supply shocks); and whose 

exports are highly concentrated in commodities subject to long-lived price shocks. 

Consequently, a country that is an intensive exporter of non-fuel commodities, is a 

relatively small-scale importer of petroleum products, and will experience short-

lived price shocks. Alternatively, oil-exporting countries will typically experience 

long - lived shocks to their terms of trade, because oil is subject to long-lived price 

shocks.

Jin (2008) compared the effects of oil price and real effective exchange rate on 

the real economic activity in Russia, Japan and China using quarterly data on real 

GDP, the real effective exchange rate and the international price of crude oil from 

1999:01 to 2007:04. The study employed a lag augmented vector autoregressive 

(LA -VAR), VAR and Vector Error Correction (VECM) models to investigate: oil price 

shock and exchange rate volatility on economic growth, oil price shocks on real 

GDP and the short-run dynamics or real GDP. He found that oil price increases 

negatively impacted economic growth in Japan and China and positively 
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impacted economic growth in Russia. He further pointed out that an appreciation 

of the real exchange rate led to a positive GDP growth in Russia and a negative 

GDP growth in Japan and China.

Ito (2008) tested the effect of oil prices on the Russian economy, particularly real 

GDP and inflation using the VEC model covering the period between 1997:Q1 and 

2007:Q4. The study revealed that a 1.0 per cent increase in oil prices contributes to 

real GDP growth by 0.25 per cent over the next 12 quarters, whereas that to 

inflation by 0.36 per cent over the corresponding periods. In addition, the study 

showed that the monetary shock through interest rate channel immediately 

affects real GDP and inflation.

On the Philippines economy, Raguindin and Reyes (2005) analyzed the effect of oil 

price shocks on five key macroeconomic variables: real gross domestic product, 

consumer price index, real effective exchange rates, real wages and money 

supply using two sets of vector autoregressive (VAR) models - linear and non-linear 

oil price specifications. The linear VAR model used oil price measured as the log – 

first-difference of crude oil price while the non-linear VAR model included 

separate oil price variables for price increases and decreases. Findings from the 

linear oil price specification (impulse response) revealed that oil price movements 

caused significant reduction in aggregate output and increased inflation while 

the variance decomposition showed that crude oil prices significantly contributed 

to the variability in real GDP and inflation. On the other hand, the non-linear 

specifications showed a more persistent contraction in economic activity and 

worsened inflation. 

In analyzing oil price shocks on the Nigerian economy, Omisakin (2008) employed 

the forecast error variance decomposition from the Vector Autoregressive (VAR) 

model of seven key macroeconomic variables- real gross domestic product, 

consumer price index, real oil revenue, real money supply, real government 

recurrent expenditure, real government capital expenditure and real oil price. 

Annual data for the periods 1970-2005 were employed in the study. The findings 
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showed that oil price shocks contribution to the variability in the macroeconomic 

variables were very minimal. The study also pointed out that the variability in the oil 

price, apart from its own shock, were explained by output and money supply 

shocks. Omisakin's work focused more on “internal” macroeconomic variables in 

order to gauge internal balance. This study is in furtherance to his work as it 

concentrated on the external sector as a complement to the earlier study.

III. Trends in Selected External Sector Indicators 

III.1 Developments in the External Sector 1999-2008 

The period 1999-2008 recorded appreciable growth in some of the major external 

sector indicators such as total trade, overall balance of payments, trade 

openness, foreign exchange reserves, foreign capital flows, current account to 

GDP ratio, external debt to GDP ratio, external debt stock, external debt service as 

well as exchange rate. However, most of the indicators plummeted in 2008 owing 

to the global financial meltdown.

III.1.1 Total Trade 

Total trade valued at US$22.22 billion in 1999 rose to US$26.92 billion in 2004 and to 

US$76.46 billion, US$84.20 billion and US$102.71 billion in 2005, 2006 and 2007, 

respectively. Export of goods and services averaged US$39.39 billion owing largely 

to the surge in crude oil prices. The aggregate exports of goods and services in 

2007 increased significantly over its level in 2006 from US$61.45 billion to US$71.46 

billion following a rise of 13.08 per cent in crude oil exports in 2007. The 

development was largely due to increased demand for commodities. Similarly, 

import of goods and services rose by US$24.51 billion between 1999 and 2007. 

During this period, imports analyzed by end-user category, revealed that capital 

goods and raw materials were the two largest categories closely followed by 

consumer goods. 

    30        Central Bank of Nigeria                   Economic and Financial Review              March 2011



III.1.2. Overall Balance of Payments

The favourable development in the international oil market relieved the pressure 

on the balance of payments. In 1999, the overall balance of payments which 

recorded a deficit of US$3.547 billion swung to a surplus of US$3.09 billion in 2000 

although the surplus shrank to US$0.22 billion in 2001. The surpluses turned to deficits 

in 2002 and 2003. However, the deficits were reversed and the overall balance of 

payments resulted in surpluses of US$11.32 billion, US$14.02 billion, US$9.04 billion 

and US$1.67 billion in 2005, 2006, 2007 and 2008, respectively. This development 

was largely attributable to the current account surplus reflected in the goods 

account, particularly oil exports receipts. In addition, invisible inflows particularly 

home remittances and interest earned on reserves buoyed up the overall 

balance.

III.1.3 Trade Openness 

The total trade as a percentage of GDP (which measures trade openness) was 

8.53 per cent in 1999 but rose to 13.27 per cent in 2002. The huge oil revenue inflows 

further improved the ratio of total trade to GDP to 71.57 per cent in 2005 although 

this ratio declined to 61.42 and 56.26 per cent in 2006 and 2007, respectively. 

However, it increased to 68.0 per cent in 2008 reflecting trade liberalization and 

integration of the economy into the global market.
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III.1.4 Foreign Exchange Reserves 

The external reserves at US$5.4 billion in 1999 rose to US$7.47 billion, US$16.96 billion, 

US$28.28 billion, US$42.29 billion, US$51.33 billion and US$53.0 billion during 2003 - 

2008. The accretion to external reserves was largely due to the improved 

performance of the oil sector. The number of months of imports cover which 

averaged 5.0 months during 1986 -1998 rose to an average of 11.6 months during 

1999 - 2007 which exceeded the minimum requirement. The buoyant external 

reserves necessitated the need for an effective external reserve management 

which influenced the decision of the CBN to allow the deposit money banks to 

partner with reputable foreign investment managers to manage a portion of the 

country's external reserves.

 

III.1.5 Current Account 

The current account deficits recorded in 1998 swung to a surplus from 1999 to 2008.  

The current account surplus as a ratio of GDP was 1.40 per cent in 1999 but rose to 

13.7 per cent in 2003. The current account remained impressive owing to positive 

developments in the international oil market and huge inward current transfers. In 

value terms, the current account surplus declined from US$37.23 billion in 2005, to 

US$28.57 billion in 2006, rose to US$31.19 billion in 2007 and further to US$42.26 billion 

in 2008.

III.1.6 Oil Prices Movements and Selected External Sector Indicators

Oil prices have been found to be more volatile than the prices of any other 

commodity or asset prices. The recent movement in oil prices can, therefore, be 

traced to the following factors including the continued crisis in the Middle East, 

global demand which is influenced by the development in the global scene, 

emerging markets and developing economies economic growth, supply 

variations by the members of oil producing countries (OPEC) as well as the crisis in 

the Niger Delta region of Nigeria. Other factors include gradual erosion of OPEC 

spare capacity, which incapacitate OPEC to stabilize oil markets and act as a 

swing producer; shift in the strategy of inventory management by international oil 

companies - cutting inventories to their lowest level, backwardation (discounting 
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the value of crude oil in the future); increasing importance of the oil futures market 

in the current oil pricing system - market expectations about future supply and 

demand of crude; and  deterioration in the quality and timeliness of data on oil-

related factors - production and consumption data not ascertained. 

Figure 2 reveals that, the Nigerian economy has continued to be more reliant on oil 

earnings.  The oil prices which were US$13.5/barrel in 1994 had risen to 

US$25.5/barrel in 2000. From 2000 to 2001, oil revenue rose rapidly following 

increased quota allocation by OPEC, but fell in 2002 as a result of the reduction in 

OPEC quota. The period 2003 to 2008 witnessed a remarkable improvement in oil 

revenue due to the persistent rise in the international price of crude oil. From an 

average price of US$31.16 per barrel in 2003, crude oil price averaged US$38.25 

per barrel in 2005 and rose to an average of US$56.97 per barrel in 2006. The price 

continued its upward trend reaching an average of US$63.28 per barrel and an 

unprecedented level of about US$98.52 per barrel in 2007 and 2008, respectively. 

This sky-rocketing oil prices was as a result of the energy crisis and increased 

demand in the industrial countries.  Similarly, the figure reveals that, the 

contribution of oil export to GDP continued to grow from 22.3 per cent in 1994 to 

39.8 per cent by 1996, while oil imports to GDP maintained a low level at 4.7 per 

cent in 1994 and reduced to 3.4 per cent in 2007.
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As the international price of crude oil increases, the earnings from crude oil exports 

increases leading to robust external reserves and subsequent appreciation of the 

Naira exchange rate (figure 3). Figure 4 indicates that Nigeria's external sector is 

wholly driven by trends in the movements in oil prices as current account balance 

and overall balance of payments depicted same trend with oil prices. This lends 

credence to the vulnerability of the Nigerian economy to oil price shocks. 

Therefore, for the economy to grow the dependence on oil exports should be 

substantially reduced.
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IV. Empirical Study

IV.1 Methodology

This study empirically investigates the effects of oil price shocks on Nigeria's 

external sector using the Vector Autoregressive (VAR) model covering the period 

between 2000:Q1 and 2008:Q4. In order to investigate the effect of oil price shocks 

on the Nigerian external sector, the study used four variables in their log forms 

namely: international price of crude oil (OIP), exchange rate (EXR), external 

reserves (RES) and the current account balance (CAB).

 IV.1.1 VAR Framework

The time series analysis employed in the VAR framework, as proposed by Sims 

(1980), can be written as follows:

where Y  is an (n x1) vector of variables, k is an (n x1) vector of intercept terms, A is t

an (n x n) matrix of coefficients, p is the number of lags, u  is an (n x1) vector of error t

terms for t= 1,2,.,T. In addition, u  is independently and identically distributed (i.i.d) t

with zero mean, i.e. E(u )=0 and an (n x n) symmetric variance-covariance matrix , t

i.e.   

 E(u  u  ') =  å 2)t t

However, if the variables are non-stationary, a vector error correction (VEC) model 

is generally employed. This is because the VAR in differences contains only 

information on short-run relationships between the variables. The VEC model 

developed by Johansen (1988) can be written as follows:  

Where  is the difference operator while  denotes an (n x n) matrix of coefficients 

and contains information that reflects the short-run relationships among the 

variables.  is an (n x n) coefficient matrix decomposed as , where are 

(n x r) adjustment and co-integration matrices, respectively. VAR results are 

generally analyzed from three standpoints; the regression output, variance 

decomposition and impulse response functions. The variance decomposition and 

S

D

P=ab’ a and b 

        (
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impulse response functions provide information about the relative importance of 

each random innovation in affecting the variables and the effects of a shock to 

one endogenous variable on the other variables in the VAR respectively. Gujarati 

(2003) observed that because VAR uses several lags of the variable, each 

estimated coefficient will not be statistically significant, possibly because of 

multicollinearity, but, collectively they may be by recourse to F-statistic and R-

square. 

The choice of measure of oil price shock has been a matter for empirical discourse 

over the years. The volatility measure is conditional variance of the percentage of 

the nominal oil price. The conditional volatility of oil price is extracted and modeled 

as:            

Where     

2The term  is a scale factor and subsumes the effect of a constant in the regression 

of is a parameter and  is a disturbance term that is uncorrelated with are t

random disturbances symmetrically distributed about zero. The h equation is a t 

transition equation in the autoregressive form where the absolute value of  is less 

than unity to ensure that the process is stationary. Thus, equations (4) and (5) 

represent the stochastic volatility model that generates the conditional volatility of 

oil price to be used in the VAR.

IV.2 Empirical Results and Findings

IV.2.1 Unit Root Tests

The unit root tests employing Augmented Dickey-Fuller (ADF) and Phillips-Perron 

(PP) methodologies were used to test the stationarity of the time series data. 

Consequently, the ADF and PP tests with and without assumptions of significant 

drift revealed that all the time series were stationary at first difference (Table 1). 

s
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Table 1: Unit Root Test

FD=First Difference
McKinnon (1991) Critical Values without trend – 3.6329 (1%), -2.9484 (5%) and -2.6128 (10%)
McKinnon (1991) Critical Values with trend – 4.2528 (1%), -3.5484 (5%) and -3.2070 (10%)  

IV.2.2 Correlation Matrix Results
The correlation between oil prices, exchange rate, external reserves and current 

account balance are presented in table 2. The results show that oil price is 

positively associated with external reserves and current account balance. 

Therefore, the result of the correlation is in line with the assertion that oil price shocks 

impact strongly on oil dependent economies. 

IV.2.3 Impulse Response 

The estimation of a VAR model requires the explicit choice of lag length. The Akaike 

Information Criterion (AIC) is used to determine the optimum lag length which 

selected two lag lengths. 

The impulse response functions trace the effect of a one-standard innovation (± 2 

standard error) to a variable on the current and future values of the other variables. 

Figure 1 presents the impulse response functions of the VAR model, indicating the 

impact of oil price shocks on exchange rate, external reserves and current 

account balance.

IV.2.3.1 The Response of International Reserves to Oil Price Shocks

The impulse response of external reserves to oil prices shocks indicated that 

reserves responded in the same direction with oil prices movement. The variable 

Variables
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Without trend
 

With trend
 

Without trend
 

With trend

Level
 

FD
 

Level
 

FD
 

Level
 

FD
 

Level
 

FD

OIP -1.3222 -3.1639  -2.0325  -2.9856  -1.3811  -2.9065  -2.0019  -2.7785

ER -2.3318 -3.6489  -1.7731  -3.6651  -2.3134  -3.6679  -1.7855  -3.6600

RES -0.6531 -3.3420  -1.6651  -3.2432  -0.4104  -3.2111  -1.5331  -3.1016

CAB  2.7825 -5.3636   1.0398  -6.1322  -1.8637  -5.2181  -4.2732  -6.2186

Table 2: Pearson Correlation Matrix
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reserves (RES) exhibit upward trend right from the first quarter to the sixth quarter. 

After the sixth quarter it started moving toward the origin. External reserves 

increased by 0.05 per cent in the third quarter and thereafter continued to 

increase. The positive response of external reserves to oil price shocks persisted in 

the subsequent quarters. This implies that the level of external reserves was 

influenced by oil price shocks.

IV.2.3.2 The Response of Current Account Balance (CAB) to Oil Price Shocks  

The impulse response of CAB to oil price shocks began from the first quarter. The 

CAB responded positively to oil price shocks, in a quick fashion, up to the second 

quarter, before trending down to the origin. The speed of adjustment is one year as 

the current account position was plunged into deficit after the eighth quarter.  In 

other words, the current account balance worsened by about 0.07 per cent in the 

eighth quarter. This implies that the current account position reflects 

developments in the international oil market such that Nigeria attain current 

account surplus when there was positive terms of trade shocks which 

corresponded to the period of high prices of crude oil. 

IV.2.3.3 The Impulse Response of Exchange Rate to Oil Price Shocks  

The result showed that the exchange rate response to oil price shock in Nigeria was 

in line with theoretical prepositions. The response of exchange rate was according 

to expectation, because positive oil price shocks that enhanced foreign 

exchange inflows resulted in the appreciation of the nominal exchange rate. Thus, 

a one-standard deviation shock in oil prices led to the exchange rate appreciation 

of about 0.005 per cent in the second quarter before stabilizing in the fourth 

quarter and later dampened out in the preceding quarters. This showed that 

exchange rate responds almost instantaneously to oil price shocks. This outcome 

reflected the recent experience of Nigeria when the country witnessed huge 

foreign exchange earnings from crude oil exports for the period of 2006Q1 – 

2008Q2 owing to the unprecedented high prices of oil in the global market. 

However, after 2008Q3, the exchange rate depreciated due to the crash in oil 

prices from US$140 per barrel to almost US$50 per barrel that culminated into lower 

foreign exchange inflows from oil exports. 
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Figure 5: Impulse Response Function (IRF)

IV.2.4 Variance Decomposition Interpretation

The variance decomposition analysis is presented in Table 3:

Table 3 Oil Price Variance Decomposition
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The oil price variance decomposition analysis revealed that the variation in oil 

price, apart from its own shock is explained to some extent by external reserves. In 

the fifth period, oil price accounted for 88.8 per cent while external reserves 

accounted for about 3.6 per cent. Exchange rate contributed 2.5 and 4.4 per cent 

to the variation in oil price in the fourth and fifth periods, respectively. Current 

account balance contributed 2.2 and 2.9 per cent in the fourth and fifth periods, 

respectively. The variance decomposition of exchange rate is largely explained 

by itself which accounted for 85.8 per cent in the fifth year and by oil price which 

contributed 9.1 per cent to the variation in exchange rate in the fifth period.

Variations in external reserves are largely explained by itself and variations in oil 

price. In the fifth period, external reserves accounted for 59.1 per cent while oil 

price accounted for 29.9 per cent in the variance decomposition of external 

reserves. Finally, the variations in current account balance, apart from its own 

shock which accounted for 31.1 per cent in the fifth period is explained by oil price. 

In the fifth period, oil price shocks contributed 48.2 per cent to variations in the 

current account balance. This indicates that oil price shocks significantly affects 

Nigeria's terms of trade.   

V. Policy Implications and Lessons for the Nigerian Economy

The results of the VAR model and Pearson correlation have shown that oil price 
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shocks largely influence the performances of Nigeria's external sector proxied by 

current account balance, exchange rate and external reserves. For instance, a 

one-standard deviation shock to the oil price led to an exchange rate 

appreciation of about 0.01 per cent in the second quarter and this revealed that 

exchange rate responded almost instantaneously to oil price shocks. The external 

reserves also increased by about 0.05 per cent in the third quarter and thereafter 

continued to increase due to the oil price shocks. However, the response of current 

account balance to oil price shocks revealed that the current account balance 

declined by about 0.05 per cent in the eighth quarter. 

This finding is complemented by the result of the Pearson Correlation analysis 

which indicated a strong positive relationship between these variables and oil 

prices. The implication of these results therefore is that unless something is done 

very quickly to reduce the high dependence on oil, the Nigerian economy will 

remain susceptible to the vagaries of oil price shocks in the international market. 

The lesson from this analysis is that the viability of the external sector is contingent 

upon developments in the global oil market and unless the inflows from the oil 

exports are judiciously utilized on pro-poor programmes that are in line with the 

Millennium Development Goals (MDG), growth in the economy may be 

depressed and the poverty level heightened. 

VI. Conclusion and Recommendations

The paper has shown that the viability of the external sector is largely dependent 

on the developments in the oil sector. This has been empirically proven by the 

results of the VAR model complemented by Pearson correlation analysis. In order 

to reduce the dependence on oil there is need to use the petro-dollar receipts to 

develop infrastructure which has been the bane of the poor performances of the 

non-oil sector. Provision of adequate infrastructure will also encourage the inflows 

of foreign capital to bridge the financing gap required for optimal output growth. 
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This paper investigates the impact of banking sector consolidation on competition in the 
Nigerian banking sector.  The study evaluates the degree of competition using H-statistic 
proposed by Panzar and Rosse (1987), and bank level data from Bankscope to measure the 
degree of competition before and after consolidation in the Nigerian banking sector. It was 
concluded that while consolidation marginally improved competition, more needs to be 
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I. Introduction

 major trend in the international financial markets in the last decade is 

financial sector liberalization. This is based on the general realization that Aprotected market and the associated market power, created by 

protection, is too costly for the local economy. The growing tendency was to 

favour market mechanisms or regulatory liberalization and legislative authorities to 

reap the efficiency gains associated with liberalization. One of the outcomes of 

the financial sector reform is banking consolidation. Academics and policy makers 

seem to unanimously accept the view that financial institutions play a crucial role 

in the effective functioning of modern economies. Thus, suggesting that higher 

degree of competition in the sector is crucial for financial intermediation and 

economic growth.  A competitive banking sector will be more efficient in terms of 

allocating funds, more especially in operating as an intermediary between 

depositors and borrowers. There have been considerable concerns about how 

ongoing consolidation in financial systems around the world will affect 

competition. Indeed, much of the recent public debate seems to assume that 

perfect competition in banking is ideal and should be pursued. 

* Ozoemena Nnaji is an Economist and Special Assistant to the Deputy Governor, Economic 

Policy, Central Bank of Nigeria
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Competition in the banking sector has been at the crux of policy debates on 

financial stability.  As in other sectors, competition is usually seen as necessary for 

an effective banking system as it affects the efficiency and the quality of services 

offered in the industry. Furthermore, competition in banking has implications for 

other sectors of the economy. Thus, higher competition in the banking sector is 

found to be associated with a faster growth of other sectors of the economy that 

rely on external financing (Claessens and Laeven, 2003). This is because banks 

advance credit or loans to both firms and consumers and an uncompetitive 

banking sector will lead to under-provision of such credit.  Competition in the 

banking sector will promote the efficiency required to create a fully functional 

credit system, and according to the competition-stability theory, will help improve 

the stability of the system. In addition, Deidda and Fattouh (2002) find that high 

concentration in banking is negatively related to industrial growth in low-income 

countries but not in high-income ones, suggesting that emerging economies need 

a relatively more competitive banking sector in order to promote growth. 

Banks are service industries. They contribute to economic growth not by producing 

real goods, but by providing the financial services to facilitate production in other 

industries. An efficient banking sector will make the largest contribution to 

economic growth. Banks, like other firms, sell products to consumers, thus the need 

to worry about the efficiency implication of a non-competitive banking sector. 

Banks also act as conduits for monetary policy transmission mechanism; a low level 

of competition in the banking sector may hinder the effectiveness of the conduct 

of monetary policy as banks may not respond appropriately to monetary 

tightening and/or easing (Van Leuvensteijn, et al, 2008). 

There is ample evidence in the economic literature that competition in the 

financial sector is a good thing and should be encouraged. However, the view 

that competition in financial services is unambiguously good is a naive assumption 

1 as recent events in the Us have called this assumption to question. Empirical 

1Many have argued that the global financial crisis which started in the United States and spread 
around the world was as a result of liberalization and deregulation in the US financial system. 
The policy debate in policy circle even in emerging economies is the issue of financial stability 
and ways of safeguarding their financial system.
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evidence has also cautioned against excessive competition in the financial sector 

on the ground that it could lead to instability. Specific to the financial sector is the 

effect of excessive competition on financial stability, long recognized in 

theoretical and empirical research and, most importantly, in the actual conduct of 

(prudential) policy towards banks. It has been shown, theoretically and 

empirically, that the degree of competition in the financial sector has implications 

(negatively or positively) for access of firms and individual households to financial 

services, and in turn overall economic growth. Therefore, competition has to be 

considered as part of a broad set of objectives, including financial sector 

efficiency, access to financial services for various segments of users, and systemic 

financial sector stability, the possible trade-offs among these objectives. And since 

competition depends on several factors, one has to consider a broad set of policy 

tools when trying to increase competition in the financial sector. Thus, the role of 

policy in striking a balance between competition and stability especially in an 

emerging market like Nigerian becomes very important. While the goal of stability 

should be the foremost objective of policy makers, competitive policies should not 

be ignored.  The objective of this paper is to evaluate the degree of competition in 

the Nigerian banking sector and the contribution of the recent banking sector 

consolidation in improving competition in the sector.

The rest of the paper is organized as follows: Section II reviews the literature on 

competition theory in the banking sector. Section III presents an overview of the 

Nigerian banking sector. Section IV elaborates on theoretical model of Panzar and 

Rosse (1987) and some empirical evidence generated from their model. It presents 

the data and the empirical model used in the analysis and the estimation results of 

the H-statistic for the pre- and post-consolidation periods. Section V summarizes 

the paper with some concluding remarks. 

II. Literature Review

Recent events have opened up debates on the role of market competition on the 

banking sector.  The common consensus is that restraining competitive forces in 
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the banking sector would produce welfare losses and should be avoided. Majority 

opinion are of the view that banks with monopoly power would exercise their 

ability to extract rents by charging higher loan rates to businesses and paying 

depositors lower deposit rate. This will affect growth through many channels 

including distortion or entrepreneurial incentive. There is a huge spread between 

lending and deposit rates in the Nigerian financial market suggesting a 

2monopolistic banking structure . By charging higher loan rate, banks in effect 

distort entrepreneurial incentives. 

In general, in a competitive environment, only the most efficient and innovative 

firms survive, therefore, ensuring that the industry remains healthy and that firms 

pass on the benefits of competition and innovation to their customers. In the 

financial sector, there might be instances in which competition may have a 

negative impact on stability, as the least efficient firms may have an incentive to 

increase their risk in order to reach the industry profitability level.  However, the 

Nigerian financial sector is far from this scenario.

A number of methodological approaches have been used to investigate banking 

competition. These can be divided into two: the Traditional Industrial Organization 

Theory and the New Empirical Industrial Organizational Approaches. Within the 

traditional method is the structure-conduct-performance (SCP) theory originated 

by Mason (1939) and further popularized by Bain (1951). These models postulate 

that market structure affects the behavior of firms in the market and hence, their 

performance. It argues that higher concentration in banking markets causes less 

competitive bank conduct and leads to higher bank profitability, or lower deposit 

rate in the deposit market. Although, this approach was criticized for taking market 

structure as given, it dominated competitive analysis until the 1970s when Demsetz 

(1973) developed the efficiency Structure theory. The X-efficiency model argued 

that the positive relationship between market concentration and profitability does 

not hold because of market power, but is a consequence of the greater efficiency 

2See data from the Financial Market Dealers Association of Nigeria, .www.fmda.com.ng
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of firms with the largest market share. Banks with superior management and/or 

production technologies enjoy higher profits and as a result, have more market 

share. Alternatively, some banks may produce at more efficient scales than others 

in their industry, leading to higher profit and higher market concentration. Some 

empirical studies have found evidence supporting the efficiency hypothesis (See 

Berger, et al. 1995).

 The SCP and X-efficiency theories formed the basis for the structural models used in 

the measure of bank competition today from which the Contestable theory is 

derived from. The contestable market theory was developed by Baumol, Panzar 

and Willig (1982). They defined a contestable market as one in which entry and exit 

is free and costless. The market structure is determined explicitly and 

simultaneously by output and prices. Whatever industry structures that minimize 

total cost for the equilibrium output vector must be the only structure consistent 

with the industry equilibrium in the long run. This theory offers analytical methods for 

empirical research in banking competition. Panzar and Rosse (1987) presented a 

reduced form revenue approach using bank level data to distinguish between 

market structures. The PR methodology investigates the degree of competition by 

examining the extent to which changes in factor inputs are reflected in equilibrium 

industry or bank-specific revenues. 

In summary, the literature on the measurement of competition can be broadly 

divided into two branches: the (non-formal) structural approach and the (formal) 

non-structural approach. The structural approach centers on the Structure-

Conduct-Performance paradigm (SCP) or the efficiency hypothesis, according to 

what they assume to be the main reason for superior market performance. For the 

SCP, the collusive behavior among large firms due to a highly concentrated 

market is the main driver of market over performance. On the other hand, the 

efficiency hypothesis, implicitly assumes the presence of economies of scale 

through which large firms achieve increased efficiency and improved 

performance. Thus, if a firm is more efficient than the rest (e.g., due to a lower cost 

structure) it could gain market share by reducing prices (Molyneux and Forbes, 

1995) and hence, market structure is endogenously shaped by firms´ performance 
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so that concentration is a result of the superior efficiency of the leading firms (See 

Vesala, 1995).

Other offshoots of the approach that is designed to measure the degree of 

competition introduced by Bresnahan (1982), Iwata (1974) exist and are often 

referred to as the conjectural variations approach. This method is based on the 

idea that a bank when choosing its output takes into account the “reactions” of 

rival banks. Thus, it investigates the degree of competition by examining the 

conjectural elasticity of total banking industry output to a variation in the output of 

bank i- the perceived response of industry to a change in the quantity of a specific 

bank. Empirical research has used this approach and a discussion of the Panzar 

and Rosse model is presented below.

New developments in industrial organization and the refinement of formal models 

of imperfectly competitive markets, as well as the realization of the need to 

endogenize market structure have led recent empirical work to rely increasingly 

on non-structural models. In particular, the application of the SCP in the banking 

literature has been criticized for the one-way causality (from market structure to 

market performance) that the original model imposed. There are three main non-

structural models proposed in the literature: Iwata's (1974), Bresnahan's (1982) and 

Panzar and Rosse's (1987) models. Of these, Iwata's model has not yet been 

applied to the banking industry, due to the lack of micro data needed for 

empirical estimation. Empirical applications of Bresnahan's model are also 

relatively scarce for developing countries. There are a number of papers that 

apply this model to the Latin American banking sector. Variations of Bresnahan's 

conjectural variation approach find competitive markets in Colombia (Barajas, et 

al, 1999), Brazil (Nakane, 2001) and Argentina (Burdisso, et al., 2001). 

The basic idea is that profit-maximization firms in equilibrium will choose prices and 

quantities such that marginal costs equal their marginal revenue. This will coincide 

with the demand price under perfect competition and industry's marginal revenue 

under perfect collusion. This measure varies between full market power to perfect 

competition at the extreme spectrum.

50     Central Bank of Nigeria             Economic and Financial Review    Volume 49/1March 2011   



Many studies have been conducted using different methods to find the level of 

competition in the banking sector of numerous countries across the world. Most 

studies applied the Panzar and Rosse approach. Perera, et al. (2006) used the 

Panzar and Rosse approach on some developing Asian countries including 

Bangladesh, India, Pakistan and Sri Lanka and found the banking sector in 

Bangladesh, India and Pakistan to be monopolistic or monopolistic competitive  

with H- statistics of 0.68, 0.64 and 0.48, respectively. The banking sector in Sri Lanka 

was, however, found to be more of a competitive structure with H-statistic of 0.71. 

Additionally, Claessens and Laeven (2003) applied the Panzar and Rosse method 

on fifty countries around the world, of which thirty one are developing countries 

(including Nigeria).  The result of the Panzar and Rosse H-statistic from the study 

showed that most developing countries' banking sectors feature between the 

3range of monopolistic and monopolistic competitive structure . Using this method 

for the Jordanian banking sector and data from 1994 to 2006, Demirguc-Kunt and 

Martinez-Peria (2010) found that the banking sector in Jordan had become more 

monopolistic due to greater evidence of market power and, hence, a lower 

degree of competition in that country's banking sector as the number of banks 

reduced.

III. Banking Sector Performance after Consolidation 

The Nigerian banking system has undergone remarkable changes over the years, 

in terms of the number of institutions, ownership structure, as well as depth and 

breadth of operations. These changes have been induced largely by challenges 

posed by deregulation of the financial sector, globalization of operations, 

technological innovations and adoption of supervisory and prudential 

requirements that conform to international standards.  As at end-June 2004, there 

were 89 deposit money banks operating in the country, comprised of institutions of 

various sizes and degrees of soundness. Structurally, the sector was highly 

concentrated, as the ten largest banks account for about 50 percent of the 

industry's total assets/liabilities (see IMF 2008 article IV report on the Nigeria Banking 

sector).

3 Also see Buchs and Mathise and Claessens and  Laeven (2003)
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Most banks had capitalization of less than US$10 million, with the largest bank 

having a capital base of about US$240. The small size of most of the banks, each 

with expensive headquarters, separate investment in software and hardware, 

heavy fixed costs and operating expenses, and with bunching of branches in few 

commercial centers, led to a very high average cost for the industry. This in turn has 

implications for the cost of financial intermediation, the spread between deposit 

and lending rates, and exerts undue pressures on banks to engage in unethical 

practices as means of survival. Industry analysts were of the opinion that most of 

the banks were not engaged in strict banking business of financial intermediation; 

rather, they resorted to quick-business kind of deals and ignored the main function 

of financial intermediation (e.g. foreign exchange dealings, lending the oil 

imports, etc.). 

a
Table 1: Indicators of Banking Performance after Consolidation

 

The sector was marred by a lot of challenges, including, weak corporate 

governance, evidenced by high turnover in the Board and management staff, 

inaccurate reporting and non-compliance as well as  regulatory requirements (as 

evidenced by the CBN forensic investigation done on in 2009 which resulted in the 

sack of management staff from 9 banks).

Based on this, the Central Bank of Nigeria (CBN) embarked on the consolidation of 

the banking system that reduced the number of banks from 89 to 25 and raised the 

capital requirement from N5 to N25 billion.  19 of the banks emerged through 

mergers and acquisition among 69 banks, while 6 of the banks raised additional 

capital to meet the new capital requirement. Majority of the banks were under 

 
Pre-Consolidation

 
Post-Consolidation

Number of Banks
 

89
 

24
 

No. of Branches
 

3382
 

4500
 

Total Asset of Banks (US$ billion) 24  51.1  

Loan to Deposit Ratio 85  98  
Cash Reserve Ratio 59  61  
Capital Requirements (Naira billion) 5 25

Source: Annual Report of the Banking Supervision Department, Central Bank of Nigeria
a Based on 2009 data
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private domestic ownership with the exception of 3 foreign-owned banks 

operating in the country (Citibank, Stanbic and Standard Chartered). Following 

the consolidation, banks' balance sheets expanded, most of them venturing into 

universal banking and expanded cross-border transaction into other African 

countries, United States and Europe. Credit to the private sector equally increased 

and all other developmental indicators of the banking sector increased as a result 

of the consolidation exercise. Financial sector depth (measured by M2/GDP ratio) 

and intermediation into the private sector (measured by credit to the private 

sector/GDP) increased substantially (See Table 2 and Figure 1).

Table 2: Indicators of Financial Development in Nigeria, 2004-2009

                                                           
4Signs of distress in the banking sector are already starting to show as the second round effect of
the financial crisis affected the balance sheet of some of the banks.
 

 

M2/GDP
Private Sector 

Credit/GDP
Total NPL M1/M2

2004 19.8

 

21

 

21.9 32

2005 19.3

 

22

 

21.6 29

2006 19.8

 

21

 

18.2 25

2007 28

 

31

 

8.76 20

2008 37 37 6.3 16

June 20094 44 40 6.6 18

Sources: CBN data and IMF FSI database, 2009

Figure 1: Financial Development Indicators from Nigerian Banking Sector

Sources: CBN Annual Reports, various years, author's estimate
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Credit extension boomed and private sector activities boosted economic growth, 
5underpinned by buoyant oil and non-oil commodity prices .  There was a 

reduction in net interest rate margins driven mainly by reduction in large corporate 

business and a reduction in Treasury bill rates. Banking sector profitability also 

declined. Return on assets (ROA) and return on equity (ROE) declined suggesting a 

more competitive and efficient system.

The banks expanded their balance sheet by more than 60 percent as public 

confidence in the sector bolstered, evidenced by the increase in deposits. As a 

result of this growth in the balance sheet and larger capital base, banks were 

under intense pressure to utilize the funds to provide adequate return to 

shareholders. The banks established subsidiaries and extended credits in new 

6areas that were previously off limit because of the level of funds required . The 

banks funded large ticket items that they were not able to fund under the previous 

capital base. They moved into new untapped areas, banking the unbanked and 

expanded branch networks. The number of bank branches increased from about 

3000 to about 5134 by mid-2009.  The ratio of non-performing loans to total loans 

declined from 18.1 percent post-consolidation to 6.2 at the peak in 2008 and 8.36 in 

mid-2009 (See Table 2).  What happened to competition in the sector?

IV. The Panzar and Rosse Analytical Framewok

In this paper, Panzar and Rosse's (PR) approach is used, which has the advantage 

of using bank specific data and, therefore, allows control for variables of interest 

such as size and foreign ownership. The Panzar and Rosse (1977), expanded by 

Panzar and Rosse (1982) and Panzar and Rosse (1987) methodology uses firm level 

(bank level) data. It investigates the extent to which a change in factor input prices 

is reflected in (equilibrium) revenues earned by a specific bank. Specifically, the P-

R H statistics is calculated using reduced form of bank revenue equations and 

measures the sum of the elasticities of the total revenue of the bank with respect to 

the bank's input prices.

5The global financial crisis and the subsequent decline in the global food and fuel prices have tempered the 
growth prospects and prompted the Central Bank to intervene in some banks to maintain financial stability.

6Areas such as oil exploration, infrastructure and construction
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According to the Panzar-Rosse methodology, it is not just the size of the H-statistics 

that matters, but its magnitude as well. Under a monopolistic structure, an increase 

in input prices P will increase marginal cost, thus reducing equilibrium output y* and 

revenue, thereby implying that the H-statistics value be less or equal to zero. In 

contrast, in a perfectly competitive setting in the long-run, an increase in input 

prices P will increase marginal cost as well as average costs by the same 

proportion, without  under certain assumption  changing the equilibrium output of 

banks. As inefficient banks are forced to exit the market, the increased demand 

faced by the remaining banks leads to an increase in output prices and revenues 

in the same proportion as costs, thus implying a H-statistics value of unity. In the 

case of monopolistic competition, an increase in input prices P will lead to a less 

than proportional increase in revenue as the demand for bank loans is inelastic. In 

this case, H-statistics will lie between 0 and 1. 

Table 3: Interpretations of the Panzar and Rosse's H-statistic

The PR approach has been used in several studies that test competition for the 

European banking industry and emerging markets' banking sector (Buchs and 

Mathisen, 2005; Claessen and Leaven, 2003).  More recently, the approach has 

also been applied to emerging markets' banking system and in large cross country 
7studies  (Table 4 presents a survey of the main results using this approach).

The test is derived from a general banking model which determines equilibrium 

output and the equilibrium number of banks by maximizing profits at both the bank 

level and the industry level. Two critical implications exist for this equilibrium model. 

The first is that at the bank level, profit maximization is assumed

Values of H-statistics

 
Implied Market Structure

 

H≤ 0 Monopoly
 

Colluding oligopoly, conjectural variations of oligopoly

0 < H< 1 Monopolistic Competition  
H = 1 Perfect Competition

 
Natural monopoly in a perfectly contestable market

 

7For example see Claessens and Leaven (2003) used the model to study competition in 50 countries 

including Nigerian banking system before banking consolidation. 
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i iR  is the marginal revenue function, C   is the marginal cost function yi is the output of 

bank i, k  is the number of banks and vi and qi are exogenous variables that shift the 

bank's revenue and cost function while fi is a vector of bank i's factor input prices.  

All of the variables are expressed in log form. This also implies that the zero profit 

constraint holds at the industry level.

Table 4: Studies that Applied Panzar Rosse Model to Banking Industry

Thus the H-statistic is formulated as:

The intuition behind the interpretation of H-statistic rest on economic theory, which 

 ( ) ( ), , , , 0i iR yi k v C yi fi qi- = (1)

Author Period Banking sector 
Studied

Results

Shafer (1982) 1979 New York Monopolistic competition

Nathan and 

Neave (1989) 

1982-84 Canada Perfect Competition (1982); monopolistic 

completion (1983-1984)

Lloyds-William et al 

(1991)

1986-88 Japan Monopoly

Molyneux et al. 

(1994)

1986-89 France, Germany, 

Italy, Spain, UK

Monopoly (Italy); Monopolistic competition 

(France, Germany, Spain and UK)

Vesala (1995) 1985-92

 

Finland

 

Monopolistic competition

Bikker and 

Groeneveld (2000)

1989-96

 

EU-

 

15 countries

 

Monopolistic competition

Coccorese (1998) 1988-96

 

Italy

 

Monopolistic competition

Rime (1999) 1987-94

 
Switzerland

 
Monopolistic Competition

De Brandt and 

Davis (1999)

1992-96
 

France, Germany, 

Italy 
Large banks: Monopolistic competition in all 

countries; Small Banks: Monopoly in France 

and Germany and Monopolistic 

competition in Italy.

Jiang, (2004) 1992-2002
 

Hong Kong
 

Monopolist competition

Cleassens and 

Leaven (2004)

1994-2001
 

50 industrialized 

and developing 

countries

Monopolistic competition (with larger 

countries having tending to have lower 

competition)

Buchs and 

Mathisen (2005)

1989-2003 Ghana Monopoly

Pasadila and Milo 

(2006)

1995-99 Philippines Large banks: Monopolistic competition; 

Small banks perfect competition

Greenberg and 

Simbanegavi 

(2009)

1992-2007 South Africa Large Bank: perfect competition; Small 

banks: Monopolistic competition

Source: Claessens and Laeven, 2005, Perera (2006) and author's compilations

0

n

i

R fi
H

fi Ri=

æ ö¶
= ç ÷¶è ø
å                      (2) 
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explains how income or revenue reacts to changes in input prices for different 

market structure.   Under monopolistic competition, the change in input prices is 

greater than the change in revenue, thus H-statistic is expected to be smaller than 

one but greater than zero. Under perfect competition, the change in input prices 

leads to an equal change in revenue, therefore H-statistic is expected to be equal 

to one (see Table 3 above). The P-R method shows that large H values imply a 

continuous measure of competition.

Two approaches, the “production approach” and the “intermediation 

approach” have been used in empirical literature in measuring banking sector 

competition. In this paper, the intermediation approach, which classifies deposits 

and loan as inputs and output, respectively, is used.

IV.1 The Empirical Model

Following Bikker and Haaf (2002), the reduced form revenue model is as follows: 

where R  is the ratio of gross interest revenue (or total revenue) to total assets (proxy it

for output price of loans), UPL  is the ratio of personnel expenses to total assets it

(proxy for input price of labor), UPF  is the ratio of interest expenses to total deposits it

(proxy for input price of deposits), and UPC it is the ratio of other operating and 

administrative expenses to total assets (proxy for input price of equipment/fixed 

capital). We also include a set of exogenous and bank-specific variables that may 

shift the revenue schedule. Specifically, RC1  is the ratio of non-performing loans, it

and RC2 it is the ratio of net loans to total assets and CUSDEP is the ratio of customer 

deposit to total deposits. All of these variables are in logs, with the coefficients 

representing their respective elasticities.  Based on the model above, the H-

statistics can be represented as the sum of:

This measure is based on the idea that competitive firms are price takers and must 

pass through cost changes to customers, while monopoly can vary output to 

 
1 2 3ln( ) ln ln ln ln 1

ln 2 ln

i t it it it

it it

Rit UPL UPF UPC RC

R C CUSDEP

a b b b g

g d

= + + + + +

+ (3)

(4) 
1 2 3H b b b= + +
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maximize profit in the face of higher input prices. 

IV.2 Data Description and Definition of Variables

Annual individual bank level data from Bankscope of 19 out of the 24 deposit 

money banks (DMBs) in operation from 2000 to 2008 was used. Some banks were 

dropped due to data unavailability as some of the banks did not exist as an entity 

prior to the banking consolidation exercise. Given that the data used in the study is 

from the same industry, operating in the same environment, a common effect 

model was chosen for the estimation presented in the paper. A panel unbalanced 

regression was run on pooled cross-section of the 19 banks. All variable used in the 

regression are in logged form. Specifically, the variables are defined as follows:

The H-statistic test is defined as the sum of the elasticities of equation (3) with 

respect to input prices (that is, the linear combination of the coefficients (β1 + β2 + 

β3 ), which are presented along with their joint standard error (SE). In order to test 

whether there has been a statistically significant increase in competition, the 

results of the estimation for the pre- consolidation and post-consolidation periods 

are presented alongside each other with a Wald test of equality of the H-statistics 

for the two periods. Hausman test suggested that there were no bank-specific 
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effects, as all banks were operating in the same environment. 

IV.3. Estimation Results

The estimation result shows that while consolidation slightly improved the 

competitive nature of the banking system under the Panzar-Rosse model, the 

system was not overly competitive. The H-statistics lie between 0 and 1 (see Table 

5). Before consolidation, the H-statistics ranged between .45 and .56 depending 

on the variable included in the study. However, the post-consolidation H-statistics 

ranged from 0.52 to 0.62, suggesting that consolidation slightly increased 

competition in the Nigerian banking system, but not to an unhealthy level. This is just 

with a limited time data after the exercise. A longer term data may likely find higher 

competition ratio than is currently reported. Consolidation moved the Nigerian 

Banking sector further in the monopolistically competition region.

This market structure is consistent and similar to what is obtained in similar markets. 

Studies of the Ghanaian and Kenyan banking sector suggest that they too have H-

statistics of .56 and .58 respectively (see Buchs and Mathisen, 2005; Claessens and  

Laeven, 2003). However, the South African banking sector was found to be more 

competitive than the Nigerian banking sector, with H-statistics of .75 for all banks 

and .97 for large banks. Consolidation improved competition slightly allowing 

banks to perform the important intermediation function of credit extension and 

other services that promoted economic activities and ultimately growth but not 

without some imperfection in the system. 

The coefficients of the unit prices of labor, capital and funds are all positive, 

implying the increased factor cost leading to higher revenue for banks. The unit 

price of labor (UPL) is statistically significant in all specifications with comparable 

positive elasticities. This suggests that personnel costs are as important as overhead 

costs, which are relatively high in Nigeria. The over-head cost of the banks 

operating in Nigeria are relatively high as they have to provide services like power 

and security, services that are normally public goods provided by the government. 

8 See Greenberg and Simbanegavi, (2004) “Testing for Competition in the South African Banking Sector”
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The dilapidated state of infrastructure is hampering the competitive nature of the 

banking system.

The unit cost of funds (UPF) is significant in all specifications and has a higher impact 

on interest revenue than other revenue in the post-consolidation period, probably 

reflecting the better market responsiveness of the present system. The unit cost of 

fixed assets (UPC) is a determinant of total revenue, but not of total interest 

revenue, which may be partly explained by the importance of private money 

transfers and investment costs (e.g., in ATMs and branches), that were incurred 

during the period, for which revenues are fee-based. 

The non-performing loans ratio (RC1) has a statistically significant positive effect 

both in the pre-consolidation and post-consolidation period, although the 

magnitude in post-consolidation is smaller, suggesting that while progress is being 

made in the cleanup of non-performing loans, more needs to be done in that 

regard to improve competition in the system.
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V. Conclusion

Competition is as important in banking as in any other industry. Competition has 

implications for efficiency, innovation, pricing, availability of choice, consumer 

welfare, and the allocation of resources in the economy. The functions of the 

banking system,  including providing a payments and settlements system, 

mechanisms for borrowing and lending, and pooling and allocation of funds, 

among others, impinge on all aspects of the economy and are central to the 

overall performance of the economy. The efficacy of the financial system in 

performing these functions is a major ingredient of the efficacy of the economy as 

a whole. Given the pivotal role of banking in an economy, the role of competition 

in this industry is particularly important. Banks are important for economic 

development. Therefore, it is imperative that the banking sector faces a 

reasonable level of competition. This will both help to create a fully functioning 

credit system as well as strengthen the effectiveness of monetary policy. Banks 

contribute to economic growth not by producing real goods, but by providing the 

financial services to facilitate production in other industries. A competitive and 

efficient banking sector will make the largest contribution to economic growth.  

This paper has used the P-R methodology to test for the level of competition in the 

Nigerian banking sector, before and after banking consolidation exercise. The 

study suggests that consolidation improved competition only slightly and that 

competitive policies should continue to remain a focus of policy objective in the 

Nigerian financial sector to promote economic growth and to create an inclusive 

financial sector that is able to perform its intermediation functions. 
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Empirical Investigations of Agricultural 
Export Trade in Nigeria (1975 - 2008): A 
Case Study of Cocoa and Palm Kernel

*Daramola Dare Samuel

The study examined the export performance of two major agricultural commodities (cocoa 
and palm kernel in Nigeria). It covered the periods 1975 to 2008 and it adopted 
cointegration and error correction modeling (ECM) methodology. The time series data 
were obtained from the Central Bank of Nigeria (CBN), National Bureau of Statistics (NBS), 
Food and Agricultural Organisation (FAO) for the empirical work. Unit root and 
cointegration tests were conducted which revealed the existence of short and long term 
equilibrium relationships between the dependent and independent variables in the model. 
The parsimonious error correction result shows that, virtually all the variables were rightly 
signed and significant. The result showed that, a 1% increase in producer price, commercial 
loan to Agriculture and exchange rate will reduce export quantities of cocoa by 0.11, 0.23 
and 0.8 per cent respectively, while the result of palm kernel are almost similar to that of 
cocoa. The empirical findings show that, there is the need to promote expanded 
production in both cocoa and palm kernel, while at the same time giving greater attention 
to the packaging and the design of export product to command better prices and 
patronage at the international market.

Key words: Agricultural Export, Economic Reform, Cointegration, ECM 

JEL Classification: C12, C32, C50, F14, F40, O40, Q10.             

Author's E-mail: 

I. Introduction

n spite of the current dominance of the petroleum sector in Nigeria's economy, 

agriculture remains a major source of economic survival and sustenance. IAgriculture's contribution to the nation's food supply, raw materials export, 

savings and investment and general price stability have been critical for 

economic growth since independence. In many developing countries, including 

Nigeria, agriculture accounts for the largest proportion of total labour employment 

and, where it is export-oriented it is also a vital source of foreign exchange.

However, the agricultural sector in Nigeria, both in terms of its contribution to import 

dreh_s2004@yahoo.com
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 For a discussion of the Nigerian experience see Orubu,(2002)
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and export earnings, has recorded persistent declines, occasioned largely by 

policy neglect and the lack of access to international market. On the other hand, 

the petroleum sector recorded decline in term of its contribution to GDP since the 

early 1980s, while agriculture and the informal sector activities have sustained the 

economy's productive capacity.

Agricultural export trade in Nigeria was expected to be a major beneficiary of the 

economic policy and structural reforms adopted from 1986 (SAP era). Ten years of 

implementation of these reforms would seem to indicate that while government 

has continued to impact on the economy, its overall performance is still below 

expectation. Nigeria agricultural export trade before has improved noticeably, 

but research shows that the results were not adequate. Improving Nigeria's 

agricultural export trade to an acceptable and sustainable level is therefore the 

challenge to policy makers in government and operators in the private sector.

The study will concentrate on the following objectives: (i) to evaluate the 

contributions of agricultural exports to the foreign earnings in Nigeria; (ii) to 

examining the trend of agricultural commodities output and export quantities 

during the period of the study; and (iii) to make recommendations on how the 

agricultural sector can be a major source of revenue to the government so as to 

avoid the over dependence of the Nigeria economy on the oil sector.

For ease of analysis, the study focuses on examining the agricultural export trade 

from 1975 to 2008 and the effect of regulation and deregulation policy of 

Government on agricultural export trade on export quantities, producer prices 

and world prices of cocoa and palm kernel during the period.

The rest of the paper is organized as follow: section 2 reviews the literature, while 

section 3 presents the methodology. The estimation results are discussed in section 

4 and section 5 draws policy recommendations and concludes the paper.

II.     Literature Review

The Nigerian agricultural export trade has its foundation in the Neo- Classical factor 
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endowment theory of international trade postulated by two German economist 

Heckscher and Ohlin (1919). According to the theory, countries have different and 

unrelated natural endowment or resources and thus, different production 

factors/agents in different proportion. In view of this, Nigeria with good climatic 

condition concentrates on production of agricultural commodities like cocoa, 

palm kernel commodities and trade with other countries for her input (Adegeye, 

1985). 

The first theoretical explanation of the relationship/role of agricultural in 

development and its impact on export is provided by Krugman (1989). This 

approach argues that agricultural export expansion leads to an increase in the 

demand for a country's output, which in turn increases real output. Various 

researches have been undertaken on the impact of commodities export on the 

speed of development.

Sodersten (1953) in a discussion of the inter-relationship between economic 

growth and export trade indicated that two schools of thought have emerged. 

The first, according to him, is the structural school led by Harrod, Spitze, and Allen-

Smith (1994) which examined possibilities of changing the structure of production 

through re-allocation of resources and the opportunities that would emanate 

thereof. They further examined how a higher rate of export in a country could lead 

to corresponding increase in the trade of economic development.

The second explanation is the marginal school led by Hick (1979). It implicitly 

assumes that any change taking place during growth process is marginal in 

nature, that is, the change occurs because market forces are allowed to operate 

fully in the system. A more negative concept of the interrelationship between 

growth and the export trade is adopted. Hence, there is hardly any clear cut 

conclusion as to how growth leads to a worsened export trade position. While 

Johnson (1955) regards growth as leading to a worsened export trade situation 

under a stage of complete specialization, Hicks (1979) considers economic growth 

as disadvantageous to trade, if the later is concentrated in the export 

commodities.
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According to Chenery (1961), the ratio of export trade to national income rises as 

an economy grows; the divergence can be removed or narrowed considerably 

by import substitution.  Thus, Kindle (1977) states that export lead to growth, but 

they need not if they are to do so, there must be capital, technical and re-

allocation of resources. The larger the gains from export trade given these 

processes, the faster and more certainly will growth proceeds.

 

Moreover, Newmark (1974) claims that in all African territories, export demand had 

been the underlying basis for economic development. But he fails to specify 

whether or not a basis can be depended upon for future needs of stimulating 

further economic growth. There has been some recent work on the role of export in 

economic development among which Olayide (1969) maintained that export has 

made positive contributions to the Nigeria economy. These contributions include 

the systematic provision of foreign exchange for the purchase of capital goods, 

the orderly importation of capital, the steady and satisfactory supply of the 

durable and semi-durable consumer goods and the stimulation of expansion in 

local primary production both for export and internal consumption.

Lipsey (1981) stressed the importance of exports, when he observed that while 

exports raise national income, imports on the other, hand lowers it and that though 

exports are injections to an economy, which add to the value of output, they do 

not add to the value of domestic consumption. If a country achieves surplus in 

exports over its imports, it will be accumulate claims to foreign exchange, add to 

foreign exchange reserves and engage in investment abroad.

Douglas (1957) identifies exports as the main drivers of Nigeria's economic growth 

and hence the principal source of profound changes, which have occurred in the 

economic structure of the country, including the growth concentration of 

resources in the hand of government. According to him, exports enhanced 

capitalization, acceleration of a country's industrialization, as well as ensure 

increased short run stability in Nigeria. Bello (1994) revealed that trade serves as an 

engine for growth by facilitating the economic development of the trading 
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partner. In his view, trade is a veritable and indispensable tool for the acceleration 

of Nigeria's economic advancement since the wealth of any country is a function 

of the foreign demand of its products. 

Similarly, Emma (1994), in a lecture delivered on export drive, he narrated that 

export is a course of economic stability and prosperity. He believed that this can be 

attained by the encouragement and development of export market.  Indeed, 

experience from most developed countries show that international trade is a 

major catalyst of economic growth. Olayide and Essang (1976) also believed that 

tropical agricultural exports have played a pivotal role in multilateral trade system 

development by the western world and developing countries. Oladele (1987), 

citing Krugman (1984) in a paper delivered on the role of department of customs 

and export promotion explained that exports contributed immensely to foreign 

exchange earnings of a country. Moreover, it gives access to new technologies 

and new management practices that are essential for economic development. 

Yusuf (2000) and Mesike (2006) attributed the decline in Nigeria's agricultural 

earnings to the discovery of crude oil and rural-urban migration. With the situation 

in the oil market, it has become apparent the country needed to reconsider its 

policies towards agricultural commodity export. The study aimed to examine the 

current position of agricultural exports product in Nigeria, with a view of identifying 

the factors associated with its growth and discovering the role of some important 

external variables in determining the nation's competitiveness in the world market 

for agricultural product.

Mesike and Abolagba (2006), postulated that agricultural sector is vital for any 

economy that must grow and develop. The export trade sub-sector is even more 

important to generating foreign exchange to make possible the importation of 

farm machineries and other capital goods required for industrialization and 

general development. Similarly, Von Joachim, (2003), also argued that the stunted 

growth of the less developed countries was a consequence of export instability. In 
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Nigeria, agricultural exports have played a prominent role in economic 

development by providing the needed foreign exchange for other capital 

projects before the 1970s. The main arguments of scholars in favour of export-led 

economic growth and development are summarized in the diagram below:

Fig1:   A Schematic Description of the Agricultural Export Led Growth 

Hypothesis

It is clear from the above that agricultural export trade promotes specialization, 

which in turn boosts productivity since the country will have access to new 

technologies and better management practices. The increase in productivity will 

cause reallocation of the country's scare resources from relatively inefficient 

sectors towards more efficient ones and thereby cause growth in an economy.

II.1 Theoretical Framework

Theories are framework or understanding research work and help to give 

credence to studies of this nature. The issue addressed in this section is the essential 

of agricultural export as an agent of development. Non-oil export trade is a 

development tool identified with economics of abundance which is also 

associated with the function of guiding production purposefully toward the 

general wellbeing of the society and the economy. The vital role of optimizing 

economic growth process can therefore, be credited to export trade. This is 
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because export trade was instrumental in laying the foundation necessary for 

rapid development of most developed nations.

Kilpatrick and Miller (1978), relevantly remarked that determinants of export 

success from Israel, had to do with wages per employee which are strongly 

associated (positively) with capital per employee, and the study concluded that 

higher wages per employee, higher value added per production workers, and 

higher economies of scale, are the main characteristics distinguishing between 

net exporting and net importing industries in the United States. It has also been 

argued that most of the benefits derived from exporting, may not be realized if the 

firms in developing countries do not first meet the home needs of its products or 

services. Iyanda (1988) observed that it would be misplaced priority to plan to 

export when domestic demand has not been satisfied. He noted, however that for 

firms to grow at home, they definitely need to sell their products/services abroad. 

The conception that a country should only export when it has surplus over 

domestic demand, undermines the policy of export-oriented development, which 

the Nigerian government tends to be pursuing.

Similarly, the economic theory of comparative advantage also provides the 

rationale for economic activity, or another useful reason to be involved in the 

selling of a country's goods and services across its national boundaries, the theory 

of comparative advantage states that each country need to specialize in the 

production of goods and services in which it is comparatively most efficient, and 

then export the products/services to countries that are comparatively least 

efficient. The exporting country will in turn import from such other countries' 

products/services for which it is least efficient comparatively. The theory goes 

further to postulate that through the re-allocation of resources, with a view to 

increasing production of goods and services which the country has a comparative 

advantage, trade-will attract for that country a greater total volume of 

goods/services than could have been obtained directly, provided the current 

exchange rate between both countries favours the producer of the 
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goods/services.

II.2 Stylised Facts on Cocoa and Palm Kernel Exports in Nigeria

Agricultural export trade is structurally small and comprise mainly of small scale 

peasant production that account for over 80 per cent of the total agricultural 

output while at least over 60 per cent of the country's population earn their living 

directly or indirectly from agricultural proceeds.

Nigeria's agricultural export has been influenced by varying trade policies ranging 

from regulatory to deregulatory trade policies. During the regulatory era, the 

government through her agencies dominated the agricultural export trade. This 

period started from the late 1940s, precisely, 1947 when marketing boards were 

established to handle the agricultural export trade. 

In 1977, three(3) commodity boards were set up to take over the activities of the 

marketing boards, which were earlier considered to be inefficient, inadequate in 

their set up and unorganised in their objective pursuit. The three commodity boards 

set up were: the Nigeria cotton board, the Nigeria palm produce board and 

Nigeria cocoa board. These boards were saddled with the following duties/ 

functions.

Ø Provision of easy access to collection of duties and taxes by the 

government and serving as a source of capital formation for financing 

various government undertakings;

Ø Promoting the development and rehabilitation of producing areas 

generally and in particular to ensure adequate supplier of sprayer, fertilizer, 

chemical, improved seedlings e.t.c. and ensuring productivities and 

efficiency of farmers and earning capacity;

Ø The provision and availability of security to act as a safety guide for the 

purchase and sales of such commodities; and

Ø Stabilisation of producers' prices through the accumulation of buffers
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Agricultural export trade was expected to be one of the sources of foreign 

exchange earnings for the nation and Nigeria being a country with good climatic 

condition and several export commodities was also supposed to feed its teeming 

population as well as export the excess produce. But research shows that these 

objectives are far from being achieved as hunger and poverty had been on the 

increase while export earnings from agricultural had dwindled continuously over 

the decades. Though agricultural export trade in Nigeria was expected to be a 

major beneficiary of the economic policy and structural reforms adopted from 

1986 (SAP), ten years of implementation of these reforms seem to indicate that its 

overall performance is still below expectation. Improving Nigeria's agricultural 

export trade to an acceptable and sustainable level is, therefore, the challenge to 

policy-makers in government and operators in the private sector.

In Nigeria, the agricultural sector remained the mainstay of the economy in spite of 

the oil sector. The sector provides the much needed capital formation for 

economic growth, employs a greater proportion of the labour force, raises the 

living standard by reducing poverty and serves as the principal source of human 

and livestock sustenance. It is also a major source of our foreign exchange 

earnings and provides market for industrial goods. For example, cocoa is 

processed into food beverages, while agricultural profit taxes are used to finance 

other sectors of the economy.

Olajide and Olatunbosun (1976) enthused that, prior to the oil boom, export trade 

of Nigeria was largely dominated by agricultural products such as groundnut, 

palm produce, cocoa, rubber, cotton, coffee and others. Bond (1987) in a study of 

primary commodity exports from developing countries indicated that the speed of 

new technology in the rural sector tends to raise agricultural capacity and raw 

materials necessary to begin expansion in manufacturing sector. To them, export 

trade offer great potentials to third world countries against the marginal school of 

thought which hold the view that export trade has led to international inequality 

whereby the rich countries have become richer at the expense of the poor 

countries. Thus, despite the arguments that export trade operated as a 
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mechanism of international inequality and has related the development of 

underdeveloped countries, export trade has opened up new opportunities of 

specialization and development for countries engaged in it, as hypothesised by 

the structuralist school.

It is no doubt that Nigeria is endowed with abundant arable land, favourable 

climatic conditions and different vegetation zones which enhance its position as 

an agricultural economy. These endowments favour the cultivation of various 

tropical crops including cocoa and palm kernel. Before the oil boom of the 1970s, 

agricultural products dominated the export of the country, providing employment 

to about 70 per cent of its labour force and generating about 55 per cent if 

revenue for government (Malton, 1981). Since the oil boom of the early 1970's, 

however, crude oil has dominated both total export and government revenue. 

The fortunes of the traditional exports declined, owing apparently to the neglect of 

the traditional export sector and development in international commodity 

markets, especially decline in commodity prices.

Meanwhile, in the agricultural sector, it is clear that the edible crude materials 

made up of cocoa and palm kernel was increased systematically between 1976 

and 1985 when it peaked at 5.4 per cent. This development was attributed to the 

initial positive impact of the exchange rate depreciation that accompanied 

liberalization as well as the abrogation of the marketing board system. However, 

the performance of palm kernel exports since 1989 declined due to the negative 

effects of the exchange rate depreciation on the cost of agrochemical, high 

lending rate and partial removal of subsidies, especially on agricultural input such 

as fertilizer. Akanji and Ukeje (1995) confirms that agricultural export growth has 

recently been hampered by increased cost arising from the vacuum created by 

the exit of the marketing boards and the reduction in the activities of those who 

seized the opportunity of liberalized agricultural export to effect capital flight.

Thus, palm kernel output grew at an average annual rate of 1.9 percent between 

1960 and 1965. It reached a peak of 4.2 percent during 1976 1980. For the period 
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1976 -1985, production showed a relative decline of 0.6 percent while its export 

fluctuated throughout the period. Like palm kernel, the trend of cocoa export and 

output has been below expectation. Available information reveals that cocoa 

production declined with the record low output to 100,000 tonnes in 1987. But it 

assumed an upward trend from 1986 with an output of 253,000 tonnes which 

reached a peak of 345,000 tonnes in 1998 before it started declining thereafter. This 

development was due to the scraping of the commodity boards which signalled 

the move towards the deregulation of the economy. Despite this high output, the 

increase in export quantity was minimal, due to low international commodity 

prices and increase in domestic consumption resulting from the activities of cocoa 

processors. Moreover, the continuous depreciation of the naira, poor and 

deteriorating infrastructure facilities along with the dwindling international 

community aid contributed to the depressing growth of output and exports.

II.2.1        SAP and Post-SAP Era (1986  2008)

Policies formulated and implemented during this era were aimed at reversing the 

low trend in agricultural production in order to increase farm incomes and the 

supply of industrial raw materials ( Ojo and Ukeje, 1995). Policies during this period 

were designed to consolidate existing achievements, and the period witnessed 

some structural changes such as shifts from an outright deregulation to that of 

guided deregulation. Various agencies were also created among which were the 

Directorate of Food, Roads and Rural Infrastructure (DFRRI) and the National 

Directorate of Employment (NDE). The government adopted a comprehensive 

package to boost the economic reform programmes. This could have resulted 

from the absence of an alternative to well-articulated and well-designed 

agricultural policies as instruments for promoting agricultural growth and 

productivity. According to Orubu (2002), one effect of depreciation in the SAP 

package and liberalization argument is an expected increase in non-oil exports, 

which would be cheaper in terms of foreign currency, and a concurrent increase 

in the Naira value of exports that should serve as an impetus for producers to 

produce more for exports.
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III.        Methodology

The estimation technique adopted in this study is the Engle-Granger co-integration 

analysis. The stationarity property of the variables was determined using the 

Augmented Dickey Fuller (ADF) and Phillips-perron (PP) tests. This becomes 

necessary in order to avoid the incidence of spurious regression estimates. 

Economically speaking, cointegration of two or more variables implies a long-term 

or equilibrium relationship among them, given by their stationary linear 

combination (called the cointegrating equation).

III.1     Model Specification 

The model specified quantity exported (the dependent variable) as being 

explained by producer price, world price, commercial loans to agriculture, 

average annual rainfall and exchange rate (independent variables).

In the general form, the econometric model is specified as

QE = f (PD, WP, CLA, ARF, EXR, U )t

The linear equation is specified as follow:

where,

      lnQE = Natural log of export quantity measured in tons

      lnPD = Natural log of producer price 

      lnWP = Natural log of world price

      lnCLA = Natural log of commercial loan to agriculture 

      lnARF = Natural log of average annual rainfall in millimetres

      lnEXR = Natural log of exchange rate

       U  = stochastic error termt

                      = parameters 

The producer price (PD), commercial loans to Agriculture (CLA) and exchange 

rate (EXR) are expected to have a negative effect on the quantity of cocoa 

exports and palm kernel produced, while world price (WP) and average rainfall 

are expected to have a positive sign.

III.2     Tests for Stationarity (Unit Root Tests)

In conducting the stationary / unit root tests on the variables, we used the 
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Augmented Dickey Fuller (ADF) and Phillips-perron (PP) unit root tests on all the 

variables. The Augmented Dickey  fuller approach accounts for the 

autocorrelation in a series in a parametric fashion by estimating additional 

nuisance parameters through the addition of the first differences of the series as 

explanatory variables in the equation. 

The ADF test entails estimating the following equation:

where: Gt   is the variable of interest; ε  is a pure white noise error term; t is time trend; 

∆ is difference operator;  a , a , d and a  are various parameters.1 2 1

The unit root test is the first step and the most important in determining the 

stationarity of time series data. A series X  is said to be stationary if it has the following  t

characteristics; constant mean, finite variance, tendency to return to mean value 

equilibrium when there is a disequilibrium and zero order of integration l(0). It is 

usually expressed as X  l(0). This means that the series (X ) does not need to be t t

differenced, it is stationary at levels. If the series is not stationary, then it means that 

it is time dependent and its variance is infinite, therefore, the series (X )  has to be t

first differenced in order to achieve stationarity 1(0), it said to be integrated of order 

one, that is X   l(0) if it needs to be differenced once to achieve stationarity.t

In general term, if the series (X ) need to be differenced (d) times in order to t

achieve 1(0), then it is said to be integrated of order (d) that is X  I(d). The null t

hypothesis of the existence of the unit root is stated as Ho: X   I(1). If the MacKinnon t

critical value is less than the ADF test statistics we reject the null hypothesis that X  t

contains a unit root and the alternative hypothesis is accepted that X  is stationary. t

In contrast to the ADF, the Phillips-perron (PP) test does not require that the ARIMA 

process be specified and would, thus, be less subject to misspecification than the 

ADF test. The PP test corrects for autocorrelation in a non-parametric fashion.

 

III.3    Tests for Co-integration.

Co-integration is said to exist between non-stationary variables if their linear 

combination, namely the residuals of the co-integrating regression are stationary 

t

(2)
 

1 2 1 1

m

t t i t i ti
G G Ga a d a e- -=
D = + + + D +å
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(Granger, 1986). Thus, spuriousness can only be avoided if a stationary 

cointegration relationship is established between the variables. The particular 

relevance of the error correction form is the modelling of cointegrated series. 

According to Engle and Granger (1987), when variables are cointegrated there 

exist a valid error correction model describing their relationship, with the 

implication that cointegration between variables involved is a precondition for the 

error correction model. In testing for cointegration, we apply the ADF test to the 

residuals of the co-integrating regression rather than the levels of the series. If the 

residuals of the bivariate or multivariate co-integrating regressions are found to be 

stationary, implying co-integration, we will then specify an error correction model, 

which is the second step of the Engle-Granger two-step algorithm method.

Following Engle and Granger (1987), the cointegration regression between Y  and t

Z  can be specified thus:t

The residuals of the co-integration equation (3),

                                 Is simply a linear difference of the non-stationary series 

The ADF test equation based on the residuals is given as:

The test statistic, as indicated earlier, is a t-ratio

For β= 0. If this null hypothesis cannot be rejected against the alternative that β< 0 , 

then the variables are not cointegrated, on the other hand if the null hypothesis is 

rejected then the conclusion would be that the estimated εt is stationary (that is, 

does not have a unit root). In our estimations, multivariate co-integrating 

regressions were carried out between the export supply of cocoa and the price 

variables and income to establish the existence of long-run co-integrating 

relationship. Finally, in stage two, the residuals of the valid multivariate co-

integrating regressions were included in the model as an explanatory variable, 

before it was estimated with the use of ordinary least squares regression.

  

0 1t t tY Za a e= + +  
 

(3)

   
 ( )0 1t t tY Ze a a= - -

(i.e., t tY Z - ). 

 
1t t t j te j be l e u- -D = + + D +å  (4)
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From equation (3), the error correction mechanism (ECM) can be specified as:

where,

Z = the vector of explanatory variables

Y  and Z  = the co-integrating variables t t

a   = 

a  = the vector of parameters.1

III.4    Data Source

The data for this research are annual and were obtained from several sources. 

These included the Central Bank of Nigeria (CBN), National Bureau of Statistics 

(NBS), Food and Agriculture Organisation (FAO) of the United Nations and 

International Financial Statistics (IFS) of the International Monetary Fund. Precisely, 

data on producer price, the export price and average rainfall from 1976 to 2008 

were collected from the Statistical Bulletin of the CBN. Statistics of export quantities 

of commodities were sourced from the FAO. 

IV.    Estimation Results and Discussion 

IV.1 Unit Root Tests (Cocoa and Palm Kernel)

The results of the Augmented Dickey-Fuller (ADF) and Phillips - Perron (PP) tests are 

presented in tables 1 and 2 below.

Table 1 shows that in the case of cocoa exports except for LNQE that was 

stationary at level I(0), all other variables, (LNPD, LNWP, LNCLA, LNARF and LNEXR) 

were stationary at the first differences I(1) and at 1 per cent statistical significance. 

the coefficient of the error correction mechanism (ECM)2

 ( )0 1 2 1t t t tt
Y Z Y Za a a e

-
D = + D - - + (5)
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In the case of palm kernel, table 2 shows that all the variables are non-stationary at 

level I(1) and that stationarity is only established after  first differencing.

IV.2 Parsimonious Error Correction Model (Cocoa and Palm Kernel)

The parsimonious error correction model (ECM) was obtained by regressing the 

variables including the one period lag of the error correction term. To estimate an 

(ECM), two period lags of the first differenced variable of all the variables were 

included, while the parsimonious equation was obtained through the sequential 

elimination of insignificant variables guided by theory. The result is presented in 

Tables 3 and 4 below.

Variable ADF 
Stat

Critical Values Order of 
Integrati
on

PP Stat
Critical Values Order of 

Integratio
n1% 5% 1% 5%

LNQE Level
First Diff

-0.7258
-6.2979

-3.6463
-36537

-2.9540
-2.9571

l(1)
l(0)

-0.7258
-6.3674

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

LNPD Level
First Diff

-0.8797
-4.5933

-3.6463
-3.6537

-2.9540
-2.9571

 

l(1)

     

l(0)

 

-0.8544
-4.7706

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

LNWP Level
First Diff

-2.0517
-5.5720

-3.6537
-3.6537

-2.9571

 

-2.9571

 
     

l(1)

 
     

l(0)

 

-2.2041
-5.5720

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

LNCLA Level
First Diff

-2.1457
-6.8068

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

-2.3577
-6.7583

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

LNARF Level
First Diff

-1.5902
-6.7121

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

-1.4942
-6.7121

-3,6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

LNEXR Level
First Diff

-0.4781
-4.7075

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

-0.5166
-4.7075

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)
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Variable ADF 
Stat

Critical Values Order of 
Integration PP Stat

Critical Values Order of 
Integration

1% 5% 1% 5%

LNQE Level -5.8406 -3.6463 -2.9540 l(0) -5.8407 -3.6463 -2.9540 l(0)

LNPD Level
First Diff

-1.6070
-6.1059

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

-1.5431
-6.2725

-3.6463
-3.6537

-2.9540
-2.9571

l(1)
l(0)

LNWP Level
First Diff

-3.3128
-4.4075

-3.6537
-3.6537

-2.9571
-2.9571

l(1)
l(0)

 

-2.5847
-4.4251

 

-3.6463
-3.6537

 

-2.9540
-2.9571

 

l(1)

   

l(0)

 

LNCLA Level
First Diff

-2.1456
-6.8068

-3.6463
-3.6537

-2.9540
-2.9571

l(1)

 

l(0)

 

-2.3577

 

-6.7583

 

-3.6463

 

-3.6537

 

-2.9540

 

-2.9571

 
   

l(1)

 
   

l(0)

 

LNARF Level
First Diff

-1.5903
-6.7121

-3.6463
-3.6537

-2.9540
-2.9571

l(1)

 

l(0)

 

-1.4942

 

-6.7121

 

-3,6463

 

-3.6537

 

-2.9540

 

-2.9571

 
   

l(1)

 
   

l(0)

 

LNEXR Level
First Diff

-0.4781
-4.7075

-3.6463
-3.6537

-2.9540
-2.9571

l(1)

 

l(0)

 

-0.5166

 

-4.7075

 

-3.6463

 

-3.6537

 

-2.9540

 

-2.9571

 
   

l(1)

 
   

l(0)

 

Table 1: Unit Root tests (Cocoa)

Table 2: Unit Root tests (Palm Kernel)



Variable Coefficient

C 0.052654

D(LNQE(-1)) 0.502640

D(LNPD(-2)) -0.108179

D(LNWP) 0.489458

D(LNARF(-2)) -0.234289

Variable Coefficient

C 0.068257

D(LNQE(-2)) 0.266947

D(LNPD(-2)) -0.304829

D(LNWP(-2)) 0.157138

 

D(LNCLA) -0.080900
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IV.3 Analysis of Result

Table 3 shows the parsimonious result for cocoa, the result indicates that the 

adjusted R-squared (R²) of the model was approximately 70 per cent, implying that 

the dependent variables was largely explained by the independent or exogenous 

variables. Almost all the explanatory variables, except commercial loans to 

agriculture, are statistically significant. Similarly, all the variables including (ECM) 

are rightly signed, except average rainfall (ARF). The Durbin-Watson statistic of 2.09 

is within the acceptable band, indicating the absence of serial correlation among 

the variables in the model, even as the probability of the F- statistic shows that the 

model was well-fitted. The coefficient of the lag of producer price of cocoa is 

rightly signed and significant, showing that a 1% increase in producer price of 

cocoa, all things being equal, will reduce export quantities by approximately 0.11 

per cent. This is in line with evidence that has shown that cocoa output hence 

export supply has been trending down for many years due to higher cost of 

producing cocoa in Nigeria.

Onyenweaku and madu (1991) in their study of the supply of Nigeria's cocoa 

confirmed the evidence of negative output in the face of rising cocoa producer 

prices. They argue that the price factor has been almost swamped by non-price 

factors, which are non-agricultural, such as over-reliance on the oil sector. Another 

probable reason for the negative short-run price elasticity include failure of farmers 

to replace their old and low-yielding cocoa trees with young high yielding ones. 

Beyond these, rising production costs especially labour costs are known to partially 

offset output price increases.

The estimated result also shows that a positive relationship exists between world 

price and export quantities of cocoa. The result indicates that a 1.0 per cent 

increase in world price of cocoa increases export of cocoa by as much as 0.49 per 

cent. This is a clear indication of world price of cocoa being a major incentive for 

farmers to produce more for the export market.

Similarly, the coefficient of the lag value of average rainfall is negatively signed 

and significant but is not in line with a priori expectation and adequate rainfall is 

required for increased cocoa export supply in the country. The coefficients of 
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commercial loans to agriculture and exchange rate show an inverse relationship 

with export of cocoa. The result indicates that a 1 per cent depreciation of the 

exchange rate will reduce cocoa exports by 0.08 per cent. It is observed from the 

results that the coefficient of the error correction term (ECM (-1)) carries the 

expected negative sign, less than 1 and it is highly significant at the 5 per cent level. 

The significance of the error correction term  supports cointegration and suggests 

the existence of a long-run steady-state equilibrium between cocoa export supply 

and producer price, world price, average rainfall, commercial loans to agriculture 

and exchange rate. The ECM indicates that should there be disequilibrium in the 

system, about 10 per cent will be corrected within a year. In other words, the model 

has an adjustment speed of 10 per cent.

On the other hand, the parsimonious result for palm kernel presented in table 4 

shows that the model has a good fit having an adjusted R-squared (R²) of 56 per 

cent, which shows the relative contribution of the independent variable to the 

dependent variable. All the explanatory variables including the ECM, except 

export quantity are statistically significant and rightly signed. Durbin-Watson 

statistic of 2.03 also is an indication of the absence of serial correlation among the 

variables in the model while the F- statistic shows that the model was well-fitted and 

reliable. The coefficient of lag of export quantities is positively signed and the 

parameter estimate for producer price of palm kernel was negatively signed, in 

line with the a priori expectation. This means that a 1.0 per cent increase in 

producer price of palm kernel, all things being equal, will reduce export quantities 

by 0.30 per cent.

More so, the lag values of world price and coefficient of average rainfall are 

positive and significant, pointing to the positive relationships that exist between 

these variables and export of palm kernel in Nigeria. These indicate that a 1.0 per 

cent increase in world price and average rainfall will increase export quantities of 

palm kernel by 0.16 and 0.32 per cent, respectively. Similarly, commercial loan to 

agricultural and exchange rate show an inverse relationship with the export 

quantities of palm kernel. This means that a 1.0 per cent depreciation of exchange 

rate will increase export of palm kernel by 0.18 per cent, as the lower exchange 
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rate will make the product cheaper at international market. 

The error correction mechanism (ECM) supports cointegration and suggests the 

existence of a long-run steady-state equilibrium relationship between palm kernel 

export supply and producer price, world price, average rainfall, commercial loan 

to agriculture and exchange rate. The ECM indicates that should there be 

disequilibrium in the system, about 52 per cent will be corrected within a year. In 

other words, the model has an adjustment speed of 52.0 per cent.

V.      Policy Recommendation

In view of the findings from this study, the following are antidotes for Nigeria's 

dependency on petroleum that policy makers and Nigerian leaders can work on 

to revitalize agricultural export trade.

i). The performance of agriculture has not been too impressive even with 

liberalization measures. Though the exchange rate policy is probably the most 

likely instrument to induce increased competitiveness of agricultural export 

commodities in a developing country like Nigeria, parallel market exchange rate 

premium significantly affects the export performance of palm-kernel, cocoa and 

other major agricultural products. Thus, critical attention should be paid to such 

incentives as export promotion because it is believed that export promotion has 

the potential to stimulate productivity, thrift and entrepreneurship.

ii).   Since the main manifestation of the “Dutch Disease” is the crowding out or 

depression of the non-oil export sector, it follows that the “disease” can be cured 

by effective implementation of prices aimed at promoting and revitalizing the 

non-oil export sector. These policies should address not only agricultural exports like 

cocoa and palm kernel, but also exports of other (non-oil) minerals, manufactured 

goods and services where Nigeria has comparative advantage.

iii). Conservation and rehabilitation programmes for palm kernel should be 

organized in areas where degradative processes are about to set in. Also, 

uncontrolled felling of palm kernel trees should be checked and farmers 

encouraged through appropriate pricing mechanisms, to replant the cleared and 
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rehabilitate the old palm kernel trees. The federal government should ensure that 

there is a margin between the producer price and world price of agricultural 

product, so that cocoa and palm kernel farmers can benefit substantially from 

international trade.

VI.   Conclusion 

The study examined cocoa and palm kernel export trade in Nigeria from 1975 to 

2008 using co-integration and error correction approach. The objectives of the 

study were to estimate short and long-run effects of price change, foreign income 

and government policy on cocoa and palm kernel production. The result of the 

study showed that producer price, world price, commercial loans to agriculture, 

and exchange rate have key roles to play in the export of cocoa and palm kernel 

in Nigeria. These results showed that cocoa and palm kernel exports have been 

responding negatively to producer prices on both short and long-run, and also the 

result showed that there may be an increased in cocoa and palm kernel in long-

run, when it would have been possible for harvested hectares to be expanded 

and the replace low-yielding and aged trees. From the data collected and 

analysis of the result, it is pertinent to note that a holistic review of agricultural export 

trade policy is necessary. In summary, an increase in production of both cocoa 

and palm kernel will stimulate an increase in exportation of the product and more 

revenue from exportation of these products can be used to finance agricultural 

sector.
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++ Face to Face with Productivity - A Review
*          Phebian N. Omanukwue

I. Introduction

Factor productivity concerns often dominate the discourse on economic matters 

especially in developing and emerging markets for the simple reason that 

productivity and economic prosperity are often linked. The article focused on the 

factors contributing to slow growth in per capita income amongst Latin American 

Countries (LACs) and further postulated that declining growth in per capita 

income was the result of plummeting factor productivity growth within the region, 

rather than lack of investment or citizen's willingness to work. A synopsis of the 

article is presented in section II below, while comments and lessons for Nigeria are 

discussed in section III. 

II. Overview of paper

The article provides an assessment of productivity levels in selected Latin America 

Countries (LACs)and noted the widening productivity gaps between Latin 

America and the developed world compared with the fast-paced economies 

such as China, Japan and Korea. According to the paper, the relative per capita 

income of Latin America had accounted for 25 percent of the US of America a 

“half century ago” compared with approximately 17 percent as at today. The 

authors, however, observed that the poor growth and income levels of Latin 

America economies were not necessarily due to a lack of investment, but rather 

resulted from the declining growth of productivity levels. Chile and Costa Rica 

were identified as regional economies with efficient utilization of resources, but yet 

accounted for three-quarters of the factor productivity of the US. The authors in a 

comparative analysis, further pointed out that with the exception of labour 

productivity in the agricultural sector which compared favorably with the rest of 

the world (East Asia and developed economies) at a steady rate of >2 per cent 

annually, the industrial and service sectors within the LAC witnessed a stagnant 

growth in a period of at least twenty years. 

In trying to adapt the industrial revolution approach of the developed economies, 

++Published in the IMF Finance and Development, March 2011 by Eduardo Lora and Carmen Pagés.
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the LAC was faced with much more constraints than their counterparts in the 

developed economies which were in the form of high tariffs, high migration of 

workers to city centers and an abundance of small and medium-sized firms which 

led only to a partial success.  According to the author(s) within the LACs, 84 per 

cent of firms employed 10 workers or less. In Mexico and Bolivia, the authors 

estimated this figure at more than 90 percent, vis a vis 54 per cent of small firms with 

similar number of workers in the US. Such structural distortion in the employment 

structure of firms only further worsens the allocation of physical and human capital 

resources, as resources that otherwise would have been allocated to most 

productive firms were shifted to least productive firms (large in number, but with 

fewer employees). Furthermore, small firms were often limited in their scope of 

expansion beyond the domestic markets. Rather than shifting workers from 

agriculture to the more productive industrial manufacturing sectors as in the 

developed countries, LACs workers found recourse in the service sector which 

employs more than 60 percent of the labor force, while the manufacturing sector 

accounted for 20 per cent of the employment of the labor force.

A scenario analysis by the authors indicated that with the assumption that 

productivity efficiency levels between the US and a typical Latin American country 

were at similar levels, income per capita of the LACs would be double its current 

ranking. Factors accounting for the low productivity levels in developing 

economies were summarized in two forms; “market failures” and “bad policies”, 

which weakened incentives for “innovation, discourage competition, prevent 

efficient companies from growing and further promote the survival and expansion 

of less productive firms”. In as much as the authors acknowledged that fostering 

higher productivity was complex, certain factors were identified as germane to 

the objective of increasing productivity growth. These are efficient resource 

allocation, improving the credit market, improving tax and social policies and 

promoting competition. Shifting physical and human capital resources from the 

less productive to the most productive firms were seen as options to enhance 

productivity efficiency gains in both the manufacturing and service sectors of the 

economy. The second critical factor was an improvement in credit systems 
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especially via expanded range of financial products. According to the authors, 

some LACs like Brazil were able to make credit more available and found out that 

sectors whose investment needs made them dependent on credit had the fastest 

rate of formalized employment. 

Other key measures were improvement in financial and tax policies in a simplified 

manner which did not encourage inefficient behavior. For instance, corporate tax 

was considered high at 20 percent in LACs compared with 16 percent in 

advanced economies. These high taxes act as an incentive for firms to evade tax 

and in some cases constrain firms' expansion beyond a certain threshold due to 

growing tax concerns. Other areas of improvement include better regulatory 

oversight and prudential regulation to protect the financial sectors from internal 

and external credit shocks as well as improvement in credit and property rights 

supervision. 

III. Comments and Lessons for Nigeria

The paper clearly articulated the causes of low per capita income in LACs. The 

article, however, placed more emphasis at analyzing the factors responsible for 

and consequences of slow growth in factor productivity with broad, but vague 

solutions for improving per capita income growth. Thus, more specific solutions in a 

country or regional context would have been more appropriate. 

In Nigeria, the year 1999 commenced a period of progress in economic reforms 

aimed at increasing the growth prospects of the economy. However, unfolding 

economic developments in Nigeria have often questioned the impact of the 

reforms, especially within the context of the widening gap between strong output 

growth witnessed in the economy and improvement in physical and social 

wellbeing of the citizen. The productivity level, measured by the growth in gross 

domestic product has been estimated, on the average, at 6.9 per cent in 2010 and 

the World Bank has forecast a growth rate of 7.1 percent in 2011 compared with 

growth forecast for other world regions. Nigeria even maintained a strong growth 

even in the face of the global crisis, compared with most developed economies in 
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the world. Available data, further suggests that recent growth performance in 

Nigeria has been largely driven by the non-oil sector (agriculture, wholesale and 

retail trade sectors) as well as the structural transformation towards the service 

sectors led by ICT and construction. A more critical contributor to the growth 

performance is the increased factor accumulation of capital and labour, albeit 

with fewer increases in total factor productivity. According to the World Bank 

(2007), the contribution of TFP to growth declined during 1990 -2002 and any 

marginal increases witnessed may have been as a result of delayed impact of 

critical reform decisions embarked upon in 1999 some of which were more 

focused on the oil/gas and telecommunication sectors with high capacity for 

earning quick returns.  Data from the National Bureau of statistics living standard 

survey also suggests that about 28 percent of the labor force make up the informal 

sector, while wage employment further constitutes about 10 percent of the labor 

force and largely dominated by the public sector. The binding constraints to 

productivity are well documented in the literature. To mention a few, lack of skilled 

personnel, distortionary tax and trade regimes, poor controls and standards as well 

as unreliable and insufficient infrastructure together constitute constraints to 

productivity. In fact, the Central Bank through the Governor, Sanusi Lamido Sanusi, 

has often stated categorically that in order to transform the resource potentials of 

the Nigerian economy, deliberate and strategic investment is required for the 

development of modern infrastructure that will sustain growth. 

What can Nigeria do to address low factor productivity?  For starters, the current 

approach at addressing constraints in the value chain of promising and key 

sectors of the economy is a measure that could not have been spearheaded 

sooner by the Central Bank of Nigeria. Most of the value chains are dominated by 

the large informal sector often characterized by casualisation of workers, low skills 

level and high substitutability of labor. There is, thus, a need to address these issues 

holistically either from a public or private sector angle or an enhanced 

collaboration between the public and private sectors.  First, value chain sectors 

with high employment potentials need to be identified. Literature often suggests 

ICT, agriculture, wholesale and retail sectors as viable value chains. In Nigeria, 
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these sectors have already shown potential signs of being a critical source of 

growth and employment creation. Efforts at supporting value chain should also 

take account of the value adding and value diverting (constraining) aspects of 

the value chain processes that need to be addressed to increase efficiency within 

each value chain. A second approach at improving productivity is skill 

development initiatives which can be embarked upon by both the public and the 

private sectors via training, business development support services and transfer of 

technology. 

The productivity of any sector is as good as the level of skills that is obtainable within 

it. A shortage of skilled labor in most cases leads to the use of what is available; 

which in most cases are low skilled workers and expatriate workers. Therefore, the 

educational system needs to be overhauled and reviewed. A situation in which 

the skewed preference for academic education to the detriment of technical 

and more practical education persists does not augur well for the Nigerian 

economy. Therefore, concrete and targeted interventions at enhancing 

technical skills in employment intensive value chains needs to be designed to 

address growing skills gap. A first step in this regard will be to develop a systematic 

framework for assessing the relevance of the educational content offered in our 

public and private educational institutions. In addition, information on skills 

demanded or required either on a sector, geographic or state-by-state basis 

should be made widely available. This will direct interventions at skills development 

in a much more strategic manner such that local educational/training institutions 

would be made more responsive to the changing demands and requirements of 

the labor market and indeed emerging technologies. A second option will be to 

create stronger linkages between public/ private sector employers and training 

institutions.

Improvement in the area of infrastructure, supply chain, access to finance and 

trade/tax regime cannot be overemphasized. The World Bank had estimated that 

most low income countries (LICs) need at least 9 per cent of their GDP invested in 

infrastructure to achieve the millennium development goals. Currently, in most 
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LICs, this accounts for less than 3 per cent of GDP. A persisting situation of restrictive 

trade policy without any major improvements in the provision and maintenance of 

critical infrastructure for productive activities will only worsen smuggling activities 

across the Nigerian borders. In 2007, the Nigerian government under the auspices 

of the Federal Ministry of Commerce and Industry had published a blueprint on a 

cluster concept as an acceptable approach for Industrial development strategy 

in Nigeria. However, the implementation of the proposals in the document is yet to 

witness any significant progress.   Credit incentives by government through the 

Central Bank to boost supply chain of finance need to be monitored beyond the 

amount distributed and/or utilized to ensure compliance with performance 

benchmarks (if any) and that intended results are achieved. Interventions in value 

chain sectors should also be hinged on their sustainability, relevance and 

feasibility. These are by no means an exhaustive approach to dealing with the 

productivity constraints in the Nigerian economy. Some measures are short term in 

nature, while others are long term in approach. Nevertheless, they all attempt to 

draw attention to critical issues that are worth addressing if the Nigerian economy 

must achieve its National Vision (NV) 20: 2020 goals. 
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++Too Big To Ignore - A Review
*                                                                                    Jimoh S. Adeleke

I. Introduction

he purpose of this paper was to study many of the complex issues and 

tradeoffs policymakers must put in place in evaluating reforms to the Toversight of systemically important banks (SIBs). In particular, the author 

summarized a range of practical solutions covering two critical dimensions of 

debate: crisis prevention and crisis resolution. This study is important considering 

the extensive literature that has documented the impact of government policies 

on the financial institutions during and after the global financial and economic 

crises. The author, therefore, supports the notion that government play 

unprecedented role to shore up financial institution deemed to be too big to fail. 

He observed that government guarantees of bank debt, capital injections and 

cleansing of bank balance sheets, trigger a loss of public confidence in the 

financial system. A summary of the paper is presented below, followed by 

comments and lessons for Nigeria.     

II. Summary of the paper

The author suggested that policymakers must consider moral hazard in crafting 

policies to address Too-BigTo-Fail bank, because systemically-important banks 

encourage their growth and remove some of the consequence of risk behaviour. 

He also suggested that all national authorities must develop their approach to SIB 

oversight within the context of their country specific needs. The author believed 

that it will be a challenge to achieve international and domestic consensus on 

many issues but identified some common issues for policymakers and regulators in 

every jurisdiction, to include:

(i) how to define an SIB

(ii) whether SIBs should be held to higher regulatory and supervisory standards 

than non-SIBs and, if so and recognizing the trade-offs they present, what  

those standards should be; and

(iii) whether government policies can be developed to make SIBs problems to 

be solved but limit the effect of that problem on the real economy and 

financial stability.  
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The author acknowledges that authorities must develop a workable and dynamic 

definition of systemically important banks. That is the definition of systemic 

institutions should cover the period of normal as well as times of stress of the 

institutions.

Therefore, he suggested that policymakers should identify a core group of banks 

considered SIBs under any conceivable circumstances, and apply higher 

regulatory and supervisory standard to them.

The paper emphasized that measures like tighter capital and liquidity 

requirements, heightened risk-management standards, limits on risky activities, 

improved governance of SIBs by boards of directors, prudent bank compensation 

programs, and strengthened consolidated supervision of banking groups are set 

of crisis prevention measures that   better regulate and supervise SIBs and have to 

be adopted by government or policymakers.

It also suggested that authorities must develop more stringent capital and liquidity 

measures for SIBs to limit excessive growth during good times and allow for greater 

shock absorption during stressful times.

The author identify the first line of defense against financial instability as 

strengthening the risk management standards and practices of SIBs in order to rein 

in excessive risk taking, particularly during good time.

He also suggested that authorities should ensure that SIBs held to a higher standard 

than non-SIBs to ensure that SIBs' risk-management systems and underlying 

practices reflect their size, complexity, and role in the economy.

The paper also acknowledge that stronger financial buffers and better risk 

management alone cannot prevent higher-risk activities from causing another 

systemic crisis because global financial crisis has demonstrated that SIB's excessive 

risk taking  can be catastrophic. As a result policymakers should set percentage of 

capital limit on SIBs' high-risk activities.  

The author observed that inadequate oversight by SIBs' board of directors was the 

fundamental cause of financial crisis and, therefore, suggested that regulatory 

authorities must prescribe more stringent “fit and proper” criteria for board of 

directors of SIBs so that they can establish or enforce a suitable risk tolerance 

threshold.
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The paper also suggested that a design compensation program that reward 

longer-term performance and promote sound risk management should be put in 

place to address the problem of excessive risk taking and reward short-term profits 

at the expense of longer-term viability as revealed by the financial crisis. 

The paper was of the view that the inclusion of more stringent regulation, stronger 

risk management, and better board of director oversight must be followed by a 

robust consolidated supervision.    

The policymakers must prepare for a death or near-death experience of SIBs in 

order to save the economy and financial institutions from stress. The author further 

suggested that policy put in place must allow for orderly unwinding of a failed SIB. 

He acknowledged that key management of the bank should be replaced with 

government- appointed staff and government should have officials to block the 

payment of contractual bonuses to top management staff of failed SIBs.

The author also suggested that there should be explicit roles regarding who gets 

paid first and the minimum losses to be shared by creditors.

The author thought that SIBS could be required to pay fees to a resolution funds 

which would be used to offset some of the costs the government might incur in 

keeping a failed SIB operational.

The paper concluded that authorities should rethink their mind-set that some 

banks may be too big to fail. 

I. Comments

The paper on “Too Big to Ignore” revealed that no bank is too big to fail but some 

banks may be too big to liquidate immediately. Therefore, authorities of any 

economy must formulate policies that will prepare for a death or near- death of an 

SIB to determine whether to allow an SIB to fail and if it does fail, how to minimize the 

damage to the real economy and the financial system as a whole.

Although the author did not suggest how countries that lack the technical 

capabilities to design sound and good policies can avail themselves of the 

technical assistance available in the institutions, yet the ability of any economy to 
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withstand global economy crisis still depends on a basket of sound policies put in 

place by the authorities or policymakers of that economy.

II. Lesson For Nigeria 

Important issues emerged from the paper, which the Nigeria authorities could 

adopt to safeguard the important financial institutions in the economy during and 

after any economic crisis. Among these were:  first, authorities should belief in the 

reliability of SIBs risk models and sound risk management. Second, they should 

ensure risk-based supervision at regulatory authorities and market discipline. 

Generally, the Nigeria authorities should showcase their perceived strength in 

areas like economies of scale, access to global wholesale funding, product 

innovation and application of sophisticated risk management practices and also, 

a long-term solution to the big-to-fail problems should warrant formulation of 

intrusive and more conservative regulatory constraint, combined with supervisor's 

greater willingness.

These preventive measures must be augmented with a credible insolvency regime 

that improves market discipline on management, shareholders and creditors, if the 

too big to fail doctrine is to be permanently eliminated.
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